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Abstract

We study the joint asymptotic behavior of the space requirement and the total path length (either summing over all root-key distances or over all root-node distances) in random $m$-ary search trees. The covariance turns out to exhibit a change of asymptotic behavior: it is essentially linear when $3 \leq m \leq 13$ but becomes of higher order when $m \geq 14$. Surprisingly, the corresponding asymptotic correlation coefficient tends to zero when $3 \leq m \leq 26$ but is periodically oscillating for larger $m$. Such a less anticipated phenomenon is not exceptional and we extend the results in two directions: one for more general shape parameters, and the other for other classes of random log-trees such as fringe-balanced binary search trees and quadtrees. The methods of proof combine asymptotic transfer for the underlying recurrence relations with the contraction method.
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1 Introduction

The \( m \)-ary search trees are a class of data structures introduced by Muntz and Uzgalis \([35]\) in 1971 in computer algorithms to support efficient searching and sorting of data; see the next section for more details. When constructed from a random permutation of \( n \) elements, the space requirement (total number of nodes to store the input) \( S_n \) of such \( m \)-ary search trees \((m \geq 3)\) is known to exhibit a phase change phenomenon: its distribution is asymptotically Gaussian for large \( n \) when the branching factor \( m \) satisfies \( 3 \leq m \leq 26 \) but does not approach a limit law when \( m \geq 27 \); see \([8, 22, 30, 31]\) and the references therein. On the other hand, it is also known that the total key path length \( K_n \) (the sum over all distances from the root to any key) does not change its limiting behavior when \( m \) varies, and tends asymptotically, after properly centered and normalized, to a limit law for each \( m \geq 3 \). Another closely related shape measure, the total node path length \( N_n \) (summing over all distances from the root to any node) also follows asymptotically a very similar behavior.

Our motivating question was “how does \( K_n \) or \( N_n \) depend on \( S_n \)?” Surprisingly, despite the strong dependence of the definition of \( N_n \) on \( S_n \) (see \((2)\)), we show that the correlation coefficient \( \rho(S_n, N_n) \) satisfies

\[
\rho(S_n, N_n) \sim \begin{cases} 
0, & \text{if } 3 \leq m \leq 26; \\
F_\rho(\beta \log n), & \text{if } m \geq 27,
\end{cases}
\]

where \( F_\rho(t) \) is a \( 2\pi \)-periodic function and \( \beta = \beta_m \) is a structural constant depending on \( m \). The same type of results also holds for \( \rho(S_n, K_n) \). In words, \( N_n \) and \( S_n \) are asymptotically uncorrelated for \( 3 \leq m \leq 26 \) and their correlation fluctuates (between \(-1\) and \(1\)) for \( m \geq 27 \); see Figure 1 for an illustration.

![Figure 1: The periodic functions \( F_\rho(2\pi t) \) for \( m = 27, \ldots, 100 \) (left) and \( F_\rho(\beta \log n) \) for \( m = 27, 54, \ldots, 270 \) (right).](image)

One reason why the above result \((1)\) may seem less or even counter-intuitive is because of the seemingly strong dependence of \( N_n \) on \( S_n \) in the recursive equations satisfied by both random variables

\[
\begin{align*}
S_n & \overset{d}{=} S_{I_1}^{(1)} + \cdots + S_{I_m}^{(m)} + 1, \\
N_n & \overset{d}{=} N_{I_1}^{(1)} + \cdots + N_{I_m}^{(m)} + S_{I_1}^{(1)} + \cdots + S_{I_m}^{(m)},
\end{align*}
\]

where the \((S_{I_i}^{(r)}, N_{I_i}^{(r)})\)'s are independent copies of \((S_i, N_i)\), respectively, also independent of \((I_1, \ldots, I_m)\), and

\[
\mathbb{P}(I_1 = i_1, \ldots, I_m = i_m) = \frac{1}{\binom{n}{m-1}},
\]
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when \( i_1, \ldots, i_m \geq 0 \) and \( i_1 + \cdots + i_m = n - m + 1 \). Intuitively, we expect, from the above relations, that the node path length \( N_n \) would have a strong correlation with \( S_n \).

While one might ascribe this seemingly less intuitive result to the possibly nonlinear dependence between \( N_n \) and \( S_n \), we enhance such an uncorrelation by a stronger joint limit law for \( (S_n, N_n) \) for \( 3 \leq m \leq 26 \), which further acccents the asymptotic independence between \( N_n \) and \( S_n \); for \( m \geq 27 \), they are asymptotically dependent and we will derive a precise characterization of their joint asymptotic distributions. See Section 4 for a more precise description of the joint asymptotic behaviors of \( (S_n, N_n) \) and \( (S_n, K_n) \).

Let \( \alpha \) denote the real part of the second largest zero (in real parts) of the indicial equation

\[
\Lambda(z) = 0
\]

where

\[
\Lambda(z) = z(z + 1) \cdots (z + m - 2) - m!.
\]

Then \( \alpha < 1 \) for \( m < 14 \) and \( 1 < \alpha < \frac{3}{2} \) for \( 14 \leq m \leq 26 \); see Table 1. The main reason that

\[
\rho(S_n, N_n) \to 0 \text{ for } 3 \leq m \leq 26
\]

is roughly that their covariance is of order \( \max\{n \log n, n^\alpha\} \) (see Theorem 2.3 below), while the standard deviations for \( S_n \) and \( N_n \) are of orders \( \sqrt{n} \) and \( n \), respectively. So that

\[
\rho(S_n, N_n) = \begin{cases} O\left(n^{-\frac{1}{2}} \log n\right), & \text{if } 3 \leq m \leq 13; \\ O\left(n^{-\frac{3}{2}+\alpha}\right), & \text{if } 14 \leq m \leq 26, \end{cases}
\]

which tends to zero in both cases. Briefly, the large quadratic variance of \( N_n \) is the major cause of the asymptotic independence between \( S_n \) and \( N_n \) for \( 3 \leq m \leq 26 \).

Such a change from being asymptotically independent to being asymptotically dependent under a varying structural parameter is not an exception. We will extend our study to fringe-balanced binary search trees and quadtrees; a typical related instance states that: the number of comparisons (or exchanges) used by the median-of-(2t + 1) quicksort is asymptotically independent of the number of partitioning stages when \( 0 \leq t \leq 58 \), but is asymptotically dependent for \( t \geq 59 \).

\section{M-ary search trees}

We briefly introduce \( m \)-ary search trees in this section and then describe the random variables we are studying in this paper.

An \( m \)-ary tree is either empty or comprises of a single node called the root, together with an ordered \( m \)-tuple of subtrees, each of which is, by definition, an \( m \)-ary tree. Given a sequence
of numbers, say \( \{x_1, \ldots, x_n\} \), we construct an \( m \)-ary search tree by the following procedure, \( m \geq 2 \). If \( 1 \leq n < m \), then all keys are stored in the root. If \( n \geq m \) the first \( m - 1 \) keys are sorted and stored in the root, the remaining keys are directed to the \( m \) subtrees, each corresponding to one of the \( m \) intervals formed by the \( m - 1 \) sorted keys in the root node; see Figure 2 for an illustration (the rectangular nodes denote yet empty subtrees of full nodes). If the \( m - 1 \) numbers in the root are \( x_{j_1} < \cdots < x_{j_{m-1}} \), then the keys directed to the \( i \)th subtree all have their values lying between \( x_{j_{i-1}} \) and \( x_{j_i} \), where \( x_{j_0} := 0 \) and \( x_{j_m} := n + 1 \). All subtrees are themselves \( m \)-ary search trees by definition. For more details, see Mahmoud [30].

While the practical usefulness of \( m \)-ary search trees is largely overshadowed by their balanced counterparts such as \( B \)-trees, they have been a source of many interesting phenomena, which are to some extent universal. The study of \( m \)-ary search trees is thus of fundamental and prototypical value. Furthermore, the close connection between \( m \)-ary search trees and generalized quicksort adds an extra dimension to the richness of diverse variations and their asymptotic behaviors.

### 2.1 Space requirement and total path lengths

Assume that the input sequence \( \{x_1, \ldots, x_n\} \) is a random permutation, where all \( n! \) permutations are equally likely. The resulting \( m \)-ary search tree constructed from the given sequence is then called a random \( m \)-ary search tree.

The major shape parameters of particular algorithmic interest include the depth, the height, the space requirement, the total path length, and the profile; see [11, 30] for more information. We are concerned in this paper with the following three random variables.

- \( S_n \) (space requirement): the total number of nodes used to store the input; the three trees in Figure 2 have \( S_{10} \) equal to 10, 6, 6, respectively. If \( m = 2 \), then \( S_n \equiv n \); if \( m \geq 3 \), we can compute \( S_n \) recursively by \( S_0 = 0 \), and

\[
S_n \equiv \begin{cases} 
1, & \text{if } 1 \leq n < m, \\
S_{I_1}^{(1)} + \cdots + S_{I_m}^{(m)} + 1, & \text{if } n \geq m,
\end{cases}
\]

(5)

where the \( S_i^{(r)} \)'s are independent copies of \( S_i \), \( 1 \leq r \leq m \), \( 0 \leq i \leq n - m + 1 \), and independent of \( (I_1, \ldots, I_m) \) defined in (3).
• $K_n$ (key path length, KPL): the sum of the distance between the root and each key; for the
trees in Figure 2, $K_{10} = \{19, 11, 8\}$, respectively. For $m \geq 2$, $K_n$ satisfies the recurrence

$$K_n = \begin{cases} 
0, & \text{if } n < m, \\
K_i^{(1)} + \cdots + K_m^{(m)} + n - m + 1, & \text{if } n \geq m,
\end{cases}$$

(6)

where the $K_i^{(r)}$’s are independent copies of $K_i$, $1 \leq r \leq m$, $0 \leq i \leq n - m + 1$, independent of $(I_1, \ldots, I_m)$.

• $N_n$ (node path length, NPL): the sum of the distance between the root and each node; so
that $N_{10} = \{19, 7, 6\}$ for the three trees in Figure 2. Obviously, $N_n = K_n$ when $m = 2$.
When $m \geq 3$,

$$N_n = \begin{cases} 
0, & \text{if } n < m, \\
N_i^{(1)} + \cdots + N_m^{(m)} + S_i^{(1)} + \cdots + S_m^{(m)}, & \text{if } n \geq m,
\end{cases}$$

(7)

where the $(N_i^{(r)}, S_i^{(r)})$’s are independent copies of $(N_i, S_i)$, $1 \leq r \leq m$, $0 \leq i \leq n - m + 1$, independent of $(I_1,\ldots, I_m)$.

While the first two random variables have been widely studied in the literature, NPL was
only considered previously in [4, 21] in connection with the process of cutting trees. In addition
to this, our interest was to understand the extent to which the asymptotic independence for
small $m$ between $S_n$ and $K_n$ subsists when the “toll function” changes from a linear function
to a function that is random and may depend on $S_n$.

2.2 A summary of known results

Let $H_m := \sum_{1 \leq j \leq m} j^{-1}$. Knuth [27, §6.2.4] was the first to show that

$$\mathbb{E}(S_n) \sim \phi n, \text{ where } \phi := \frac{1}{2(H_m - 1)},$$

(see also [1]). Here $\phi$ denotes the “occupancy constant”, which will appear all over our analysis.
Mahmoud and Pittel [31] improved the result and derived an identity for $\mathbb{E}(S_n)$, which implies
in particular that

$$\mathbb{E}(S_n) = \phi(n + 1) - \frac{1}{m - 1} + O\left(n^{\alpha - 1}\right),$$

where $\alpha$ has the same meaning as in Introduction; see (4). They also discovered and proved the
surprising result for the variance

$$\mathbb{V}(S_n) \sim \begin{cases} 
C_S n, & \text{if } 3 \leq m \leq 26; \\
F_1(\beta \log n)n^{2\alpha - 2}, & \text{if } m \geq 27,
\end{cases}$$

where $C_S$ is a constant depending on $m$, $F_1$ is a $\pi$-periodic function given in (22), $\alpha + i\beta$
is the second largest zero (in real part) with $\beta > 0$ of the equation $\Lambda(z) = 0$ (see (4)), and
$2\alpha - 2 > 1$ for $m \geq 27$. See also [9, 25, 33] for a closely related fragmentation model with the
same asymptotic behavior. A central limit theorem for $S_n$ was then proved for $3 \leq m \leq 26$ in
[28, 31]; see also [30] for more details. Their approach is based on an inductive approximation argument.

By the method of moments, two authors of this paper re-proved in [8] the central limit theorem for $S_n$ when $3 \leq m \leq 26$; the same approach was also used to establish the nonexistence of a limit law for $S_n$ due to inherent oscillations. Moreover, the convergence rates to the normal distribution were characterized in [22] by a refined method of moments, which undergo further change of behaviors.

Then several different approaches were developed in the literature for a deeper understanding of the “phase change” at $m = 26$; these include martingale [6], renewal theory [25], urn models [23, 32], contraction method [13, 39], method of moments [22], statistical physics [9, 33], etc.

On the other hand, the KPL for general $m \geq 2$ was first studied by Mahmoud [29] and he proved

$$\mathbb{E}(K_n) = 2\phi n \log n + c_1 n + o(n),$$

for some explicitly computable constant $c_1$. The variance was computed in [30, §3.5] and satisfies ($H_m^{(2)} := \sum_{1 \leq j \leq m} j^{-2}$)

$$\mathbb{V}(K_n) \sim C_K n^2, \quad \text{where} \quad C_K = 4\phi^2 \left( \frac{(m+1)H_m^{(2)}-2}{m-1} - \frac{\pi^2}{6} \right).$$

(8)

The corresponding limit law was characterized in [38] by the contraction method

$$\frac{K_n - \mathbb{E}(K_n)}{n} \overset{d}{\to} K,$$

(9)

where $K$ is given by the recursive distributional equation (41); see also [4, 34] for a general framework.

For NPL $N_n$, Broutin and Holmgren [4] proved that

$$\mathbb{E}(N_n) = 2\phi^2 n \log n + c_2 n + o(n),$$

for some constant $c_2$. We will give an alternative proof of this result below with tools from [8, 14]. Our approach makes the computation of $c_2$ feasible, but we have not carried it out since the value is irrelevant for this work (no value was given in [4]).

It should be mentioned that there is a large literature on $K_n$ when $m = 2$ because it is identical to the comparison cost used by quicksort. Many fine results were obtained; see, for example, the recent papers [3, 12, 17, 20, 37, 41] and the references therein for more information.

### 2.3 Covariance, correlation, dependence and phase changes

We state in this section our results for the covariance and correlation between the space requirement and the total path lengths (KPL and NPL). The proofs and the tools needed will be given in the next sections.

Unlike the space requirement $S_n$ whose variance changes its asymptotic behavior for $m \geq 27$, the covariance $\text{Cov}(S_n, K_n)$ changes its asymptotic behavior at $m = 14$. 
Theorem 2.1. The covariance between $S_n$ and $K_n$ satisfies

$$\text{Cov}(S_n, K_n) \sim \begin{cases} C_R n, & \text{if } 3 \leq m \leq 13; \\ F_2(\beta \log n) n^\alpha, & \text{if } m \geq 14; \end{cases}$$

where $C_R$ is a suitable constant and $F_2(z)$ is a $2\pi$-periodic function given in (23) below.

This result has the following consequence.

Corollary 2.2. The correlation coefficient between $S_n$ and $K_n$ satisfies

$$\rho(S_n, K_n) \begin{cases} \to 0, & \text{if } 3 \leq m \leq 26; \\ \sim \frac{F_2(\beta \log n)}{\sqrt{C_K F_1(\beta \log n)}}, & \text{if } m \geq 27, \end{cases}$$

where $C_K > 0$ is given in (8).

See Figure 1 for two different plots for the periodic functions when $m \geq 27$.

The same consideration extends easily to clarify the correlation between space requirement and NPL.

Theorem 2.3. The covariance between $S_n$ and $N_n$ satisfies

$$\text{Cov}(S_n, N_n) \sim \begin{cases} 2\phi C_S n \log n, & \text{if } 3 \leq m \leq 13; \\ \phi F_2(\beta \log n) n^\alpha, & \text{if } m \geq 14, \end{cases}$$

where $C_S$ is as in Section 2.2. Moreover, the variance of $N_n$ satisfies

$$\text{V}(N_n) \sim \phi^2 C_K n^2.$$ 

Notice the appearance of an extra $\log n$ factor when $3 \leq m \leq 13$, which reflects the additional random effect introduced by the toll function in (7). These estimates imply the following consequence.

Corollary 2.4. The correlation coefficient $\rho(S_n, N_n)$ satisfies

$$\rho(S_n, N_n) \begin{cases} \to 0, & \text{if } 3 \leq m \leq 26; \\ \sim \rho(S_n, K_n) \sim \frac{F_2(\beta \log n)}{\sqrt{C_K F_1(\beta \log n)}}, & \text{if } m \geq 27. \end{cases}$$

The last relation suggests considering the correlation between $K_n$ and $N_n$.

Corollary 2.5. The random variable $K_n$ is asymptotically linearly correlated to $N_n$

$$\rho(K_n, N_n) \to 1.$$ 

Indeed, we will show that

$$\|N_n - \phi K_n - (\mathbb{E}(N_n - \phi K_n))\|_2 = o(n)$$
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which then by Slutsky’s theorem implies that
\[ \left( \frac{K_n - \mathbb{E}(K_n)}{n}, \frac{N_n - \mathbb{E}(N_n)}{n} \right) \xrightarrow{d} (K, \phi K); \]
see (9), Section 4.3 and 4.4.

These results will be proved by working out the asymptotics of the corresponding recurrence relations, which all have the same form
\[ a_n = \sum_{0 \leq j \leq n-m+1} \pi_{n,j} a_j + b_n, \quad (n \geq m - 1), \]
where
\[ \pi_{n,j} = \frac{n-1-j}{n-2} \]
for \(0 \leq j \leq n - m + 1)\)
is a probability distribution, and \( \{b_n\} \) is a given sequence (referred to as the toll-function). For that asymptotic purpose, our key tools will rely on the asymptotic transfer techniques (see [8, 14]), which provide a direct asymptotic translation from the asymptotic behaviors of \( b_n \) to those of \( a_n \). The remaining analysis will then consist of simplifying some multiple Dirichlet’s integrals.

Since Pearson’s product-moment correlation coefficient \( \rho \) is known to be poor in measuring nonlinear dependence between two random variables, we go further by considering the joint limit laws for \((S_n, K_n)\) and \((S_n, N_n)\), which exhibits a change of behavior depending on whether \( 3 \leq m \leq 26 \) (convergent case) or \( m \geq 27 \) (periodic case): they are asymptotically independent in the former case but dependent in the latter.

**Theorem 2.6.** Assume \( 3 \leq m \leq 26 \). Let \((X_n)_{n} \in \{(K_n)_{n}, (N_n)_{n}\}\) and \( Q_n = (X_n, S_n) \) denote the vector of KPL or NPL and the space requirement used by a random \( m \)-ary search tree. Then the convergence in distribution holds:
\[ \text{Cov}(Q_n)^{-1/2}(Q_n - \mathbb{E}[Q_n]) \xrightarrow{d} (X, N), \]
where \( N \) has the standard normal distribution and the limit law \((X, N)\) is described in Lemma 4.2; moreover, \( X \) and \( N \) are independent.

**Theorem 2.7.** Assume \( m \geq 27 \). Let \((X_n)_{n} \in \{(K_n)_{n}, (N_n)_{n}\}\) and
\[ Y_n := \left( \frac{X_n - \mathbb{E}[X_n]}{t_X n}, \frac{S_n - \phi n}{n^{a-1}} \right) \]
with \( t_X = 1 \) for \((X_n)_{n} = (N_n)_{n}\) and \( t_X = \phi^{-1} \) for \((X_n)_{n} = (K_n)_{n}\). Then we have
\[ \ell_2(Y_n, (X, \Re(n^{2\beta} \Lambda))) \to 0, \]
where \( \beta \) is as in Section 2.2 and \((X, \Lambda)\) is a random vector whose distribution is specified as the unique fixed point solution appearing in Lemma 4.1 for the choice \( \gamma = (0, \theta) \) (\( \theta \) being defined below in (25)).
See Section 4 for a more precise formulation. The proof is based on the contraction method (see [36]) where we use the above moment asymptotics as input and combine well-known estimates within the minimal $L_2$-metric for the convergent case (as in [40]), and those with estimates for the periodic case (as in [13]). Similar proof techniques related to periodic distributional behaviors are also applied in [25, Theorem 1.3(iii)] and [26, Theorem 6.10]. If one is only interested in the asymptotic (univariate) distribution of the NPL $N_n$ (the case of the KPL being known before), there are more direct proofs which we also discuss in Sections 4.3 and 4.4.

Our study on the dependence of random variables on random $m$-ary search trees can be extended in at least two directions by the same methods used in this paper, namely, asymptotic transfer techniques and the contraction method.

- **Extension to more general linear and $n \log n$ shape measures:** That the asymptotic covariance undergoes a phase change after $m = 13$ and the asymptotic correlation undergoes a phase change after $m = 26$ is not restricted to the space requirement and KPL or NPL. Indeed, we can replace the space requirement by many other linear shape measures such as the number of leaves, the number of nodes of a specified type, the number of occurrences of a fixed pattern, etc. (see [8] for more examples), and KPL or NPL by other shape measures with mean of order $n \log n$ such as summing over the root-node or root-key distance for certain specified nodes or patterns and weighted path length.

- **Extension to other random trees of logarithmic height:** the same change of asymptotic behaviors from being independent to being dependent under a varying structural parameter also occurs in other classes of random log-trees; we content ourselves with the brief discussion of two classes of random trees: fringe-balanced binary search trees and quadtrees. The behaviors will be however very different for the classes of trees where the underlying distribution of the subtree sizes are dictated by a binomial distribution, which will be examined elsewhere; see a companion paper [18] for more information.

This paper is organized as follows. We prove in the next section our results for the covariances and the correlations. These results are then used to study the bivariate distributional asymptotics in Section 4 by the multivariate contraction method (see [36]). Finally, in Section 5, we discuss the dependence and phase changes in fringe-balanced binary search trees and in quadtrees, where for the former, we study the joint behavior of the size and total path length, while for the latter (since the size is a constant) we consider the joint behavior of the number of leaves and total path length. Also we include a brief discussion for extending the study and results to other shape parameters in Section 5.

## 3 Correlation between space requirement and path lengths

We prove in this section Theorems 2.1 and 2.3 for the covariances $\text{Cov}(S_n, K_n)$ and $\text{Cov}(S_n, N_n)$, respectively.

### 3.1 Preliminaries and recurrences

We collect here the notations to be used in the proofs. Let $m \geq 2$ be a fixed integer. For $n \geq m$, denote by $I^{(n)} = (I_1^{(n)}, \ldots, I_m^{(n)})$ the vector of the number of keys inserted in the $m$-ary search trees.
ordered subtrees of the root in a random $m$-ary search tree with $n$ keys. When the dependence on $n$ is obvious, we write simply $(I_1, \ldots, I_m)$. Generate independently $n$ uniform random variables $U_1, \ldots, U_n$ on $[0, 1]$. Store the first $m - 1$ elements $U_1, \ldots, U_{m-1}$ in the root-node of the tree. Then they decompose the unit interval $[0, 1]$ into spacings of lengths $V_1, \ldots, V_m$, where $V_j = U_{(j)} - U_{(j-1)}$ for $j = 1, \ldots, m$ with $U_{(0)} := 0$ and $U_{(m)} := 1$ and $U_{(j)}$ for $j = 1, \ldots, m-1$ are the order statistics of $U_1, \ldots, U_{m-1}$. The uniform permutation model implies, that, conditional on $U_1, \ldots, U_{m-1}$, the vector $I^{(n)}$ has the multinomial distribution with success probabilities $V_1, \ldots, V_m$, namely, we have

$$(I_1, \ldots, I_m) \overset{d}{=} M(n - m + 1; V_1, \ldots, V_m).$$

In particular, we have the convergence

$$\frac{I_r}{n} \to V_r, \quad (11)$$

for all $r = 1, \ldots, m$, where the convergence is in $L_p$ for all $1 \leq p < \infty$. Note that we also have (3) for all $m$-tuples $i_1, \ldots, i_m \geq 0$ with $i_1 + \cdots + i_m = n - m + 1$ and all $n \geq m$.

For each of the subtrees, the randomness (uniformity) is preserved; more precisely, conditional on the number of keys inserted in a subtree, each subtree has the same distribution as a random $m$-ary search tree of that number of keys in the uniform model. Moreover, conditional on $(I_1, \ldots, I_m)$, the subtrees are independent. This can be seen by switching back to the ranks $\{1, \ldots, n\}$ of the input elements, and then by checking that a uniform random permutation yields independent permutations on the respective ranges. This recursive structure of the random $m$-ary search tree implies the recursive relations for $S_n, K_n$ and $N_n$ given in (5)–(7), where the summands appearing on the right-hand sides, namely, $S_j^{(1)}, \ldots, S_j^{(m)}$ and $K_j^{(1)}, \ldots, K_j^{(m)}$ and $N_j^{(1)}, \ldots, N_j^{(m)}$ have the same distributions as $S_j$ and $K_j$ and $N_j$, respectively. Furthermore, the triples $\left((S_j^{(r)})_{0 \leq j \leq n - m + 1}, (K_j^{(r)})_{0 \leq j \leq n - m + 1}, (N_j^{(r)})_{0 \leq j \leq n - m + 1}\right)$ are independent for $r = 1, \ldots, m$ and independent of $(I_1, \ldots, I_m)$. Finally, the recursive structure of the $m$-ary search tree implies recurrences satisfied by their joint distributions. In particular, the pair $Q_n := (N_n, S_n)$ satisfies the recurrence

$$(Q_n)^t \overset{d}{=} \sum_{1 \leq r \leq m} \begin{bmatrix} 1 & 1 & 0 \\ 0 & 1 & 1 \end{bmatrix} (Q_r^{(r)})^t + \begin{bmatrix} 0 \\ \cdot \end{bmatrix}, \quad (n \geq m), \quad (12)$$

where, as in (5)–(7), the $Q_j^{(r)}$’s are distributed as $Q_j$ for all $1 \leq r \leq m$ and $0 \leq j \leq n - m + 1$, and the $(Q_j^{(r)})_{0 \leq j \leq n - m + 1}$ are independent for $r = 1, \ldots, m$ and independent of $(I_1, \ldots, I_n)$. The recurrence satisfied by the pair $Z_n := (K_n, S_n)$ is

$$(Z_n)^t \overset{d}{=} \sum_{1 \leq r \leq m} \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 1 \end{bmatrix} (Z_r^{(r)})^t + \begin{bmatrix} n - m + 1 \\ 1 \end{bmatrix}, \quad (n \geq m), \quad (13)$$

with conditions on independence and identical distributions similar to (12).
3.2 Asymptotic transfer and Dirichlet integrals

Starting from the distributional recurrences (5) and (6), we see that all centered and non-
centered moments satisfy the same recurrence of the following type

\[ a_n = m \sum_{0 \leq j \leq n-m+1} \pi_{n,j} a_j + b_n, \quad \pi_{n,j} = \frac{(n-1-j)}{\binom{m-2}{n-m+1}}, \]

for \( n \geq m - 1 \), where \( \{b_n\}_{n \geq m-1} \) is a given sequence. The asymptotics of \( a_n \) can be system-
atically characterized by that of \( b_n \) through the use of the following transfer techniques; see
Proposition 7 in [8] and Theorem 2.4 in [14] for details.

**Proposition 3.1.** Assume that \( a_n \) satisfies (14) with finite initial conditions \( a_0, \ldots, a_{m-2} \). Define \( b_n := a_n \) for \( 0 \leq n \leq m - 2 \).

(i) Assume \( b_n = c(n + 1) + t_n \), where \( c \in \mathbb{C}. \) Then the conditions

\[ t_n = o(n) \quad \text{and} \quad \sum_{n \geq 1} t_n n^{-2} < \infty \]

are both necessary and sufficient for

\[ a_n = 2c\phi nH_n + c' n + o(n), \]

where

\[ c' = 2\phi \sum_{j \geq 0} \frac{t_j}{(j + 1)(j + 2)} + \frac{c}{2} - 2c\phi + 2c(H_n^{(2)} - 1)\phi^2; \]

(ii) if \( b_n \sim cn^v \), where \( v > 1 \), then

\[ a_n \sim \frac{c}{1 - \frac{m\Gamma(v+1)}{\Gamma(v+m)}} n^v. \]

In particular, when \( c = 0 \) in (i), then we see that \( a_n \) is asymptotically linear

\[ \frac{a_n}{n} \sim 2\phi \sum_{j \geq 0} \frac{b_j}{(j + 1)(j + 2)} \quad \text{iff} \quad b_n = o(n) \quad \text{and} \quad \sum_{n \geq 1} b_n n^{-2} < \infty. \]

We will be dealing with Dirichlet integrals of the following type

\[ I(u, v) := \int_{x_1 + \cdots + x_m = 1} \left( \sum_{l \leq i \leq m} x_i^{u-1} \right) \left( \sum_{l \leq r \leq m} x_r^{v-1} \right) dx, \quad (\Re(u), \Re(v) > 0). \]

Here \( dx \) is an abbreviation for \( dx_1 \cdots dx_{m-1} \). Such integrals have a closed-form expression.

**Lemma 3.2.** For \( m \geq 2 \) and \( \Re(u), \Re(v) > 0 \),

\[ I(u, v) = \frac{m\Gamma(u + v - 1) + m(m - 1)\Gamma(u)\Gamma(v)}{\Gamma(u + v + m - 2)}. \]
Proof. First, the claim is easily proved for $m = 2$. Assume $m \geq 3$. Then, by symmetry,

$$I(u, v) = \int_{x_1^{u+v-1}}^{x_1^{u+v-1}} (m x_1^{u+v-1} + m(m-1)x_1^{u-1}x_2^{v-1}) \, dx$$

$$= \frac{m}{(m-2)!} \int_0^1 x_1^{u+v-1}(1-x_1)^{m-2}dx_1$$

$$+ \frac{m(m-1)}{(m-3)!} \int_0^1 \int_0^{1-x_1} x_1^{u-1}x_2^{v-1}(1-x_1-x_2)^{m-3}dx_2dx_1$$

$$= \frac{m \Gamma(u + v - 1)}{\Gamma(u + v + m - 2)} + \frac{m(m-1)\Gamma(u)\Gamma(v)}{\Gamma(u + v + m - 2)},$$

which leads to (15).

The following two identities will be needed below.

$$\int_{x_1^{u+v-1}}^{x_1^{u+v-1}} \left( \sum_{1 \leq i \leq m} x_i^{u-1} \right) \left( \sum_{1 \leq r \leq m} x_r \log x_r \right) \, dx$$

$$= \frac{\partial}{\partial v} I(u, v) \bigg|_{v=2}$$

$$= \frac{m \Gamma(u)}{\Gamma(m + u)} (u\psi(u + 1) + (m - 1)(1 - \gamma) - (m + u - 1)\psi(m + u)),$$

where $\psi$ is the digamma function and $\gamma$ is Euler’s constant. Similarly,

$$\int_{x_1^{u+v-1}}^{x_1^{u+v-1}} \left( \sum_{1 \leq r \leq m} x_r \log x_r \right)^2 \, dx = \frac{\partial^2}{\partial u \partial v} I(u, v) \bigg|_{u=2}$$

$$= H_m^{(2)} + \frac{4}{\phi^2} - \frac{2}{m+1} - \frac{(m-1)\pi^2}{6(m+1)}.$$

3.3 Correlation between the space requirement and KPL

We are now ready to prove Theorem 2.1.

Expected values of $S_n$ and $K_n$. For convenience, let $\mu_n := \mathbb{E}(S_n)$ and $\kappa_n := \mathbb{E}(K_n)$. Then, by (5) and (6), for $n \geq m - 1$

$$\mu_n = m \sum_{0 \leq j \leq n-m+1} \pi_{n,j} \mu_j + 1,$$

$$\kappa_n = m \sum_{0 \leq j \leq n-m+1} \pi_{n,j} \kappa_j + n - m + 1,$$

with the initial conditions $\mu_0 = \kappa_0 = 0$ for $0 \leq n \leq m - 2$ and $\mu_n = 1$ for $1 \leq n \leq m - 2$.

By applying Proposition 3.1(i), we obtain

$$\mu_n \sim \phi n, \quad \text{and} \quad \kappa_n = 2\phi n \log n + cn + o(n),$$

(18)
for some constant \( c \) whose value matters less. The latter approximation is sufficient for all our purposes, but the former is not and we need the following stronger expansion (see \([8, 31, 30]\))

\[
\mu_n = \phi(n + 1) - \frac{1}{m - 1} + \sum_{2 \leq k \leq 3} \frac{A_k}{\Gamma(\lambda_k)} n^{\lambda_k - 1} + o(n^{\alpha-1}),
\]

where \( \lambda_2 = \alpha + i\beta \) and \( \lambda_3 := \alpha - i\beta \) and

\[
A_k = \frac{1}{\lambda_k(\lambda_k - 1) \sum_{0 \leq j \leq m-2} \frac{1}{j + \lambda_k}}.
\]

Note that for \( 3 \leq m \leq 13 \) the constant term \(-\frac{1}{m-1}\) (together with \( \phi \)) is the second-order term on the right-hand side of \((19)\), while for larger \( m \), it is absorbed in the \( o \)-term.

**Variance and covariance.** To compute the asymptotics of the covariance, we first derive the corresponding recurrences and then apply Proposition 3.1 of asymptotic transfer.

First, let \( S_n = S_n - \mu_n \) and \( K_n = K_n - \kappa_n \). We consider the moment-generating function

\[
\bar{P}_n(u, v) := \mathbb{E}\left(e^{S_n u + K_n v}\right).
\]

Then, using \((5)\) and \((6)\), we obtain for \( n \geq m - 1 \)

\[
\bar{P}_n(u, v) = \frac{1}{(m-1)} \sum_j P_j(u, v) \cdots P_{j_m}(u, v) e^{\Delta_j u + v_j v}
\]

with the initial conditions \( \bar{P}_n(u, v) = 1 \) for \( 0 \leq n \leq m - 2 \). Here, \( j = (j_1, \ldots, j_m) \) is a vector with \( j_1, \ldots, j_m \geq 0 \) and \( j_1 + \cdots + j_m = n - m + 1 \) (we use this notation throughout),

\[
\Delta_j = 1 - \mu_n + \sum_{1 \leq l \leq m} \mu_{j_l}, \quad \text{and} \quad \nabla_j = n - m + 1 - \kappa_n + \sum_{1 \leq l \leq m} \kappa_{j_l}.
\]

Define

\[
V_n^{[S]} = \mathbb{V}(S_n), \quad V_n^{[SK]} = \text{Cov}(S_n, K_n), \quad V_n^{[K]} = \mathbb{V}(K_n).
\]

Then, by taking derivatives in \((20)\), we obtain

\[
V_n^{[X]} = m \sum_{0 \leq j \leq n-m+1} \pi_{n,j} V_j^{[X]} + b_n^{[X]}, \quad (X \in \{S, SK, K\}),
\]

where

\[
b_n^{[S]} = \frac{1}{(m-1)} \sum_j \Delta_j^2, \quad b_n^{[SK]} = \frac{1}{(m-1)} \sum_j \Delta_j \nabla_j, \quad \text{and} \quad b_n^{[K]} = \frac{1}{(m-1)} \sum_j \nabla_j^2.
\]

We first derive uniform asymptotic approximations for \( \Delta_j \) and \( \nabla_j \).

**Lemma 3.3.** Uniformly in \( j \),

\[
\Delta_j = \sum_{2 \leq k \leq 3} \frac{A_k}{\Gamma(\lambda_k)} n^{\lambda_k - 1} \left(-1 + \sum_{1 \leq r \leq m} \left(\frac{j_r}{n}\right)^{\lambda_k - 1}\right) + o(n^{\alpha-1}),
\]

and

\[
\nabla_j = n \left(1 + 2\phi \sum_{1 \leq r \leq m} \frac{j_r}{n} \log \frac{j_r}{n}\right) + o(n).
\]

**Proof.** This follows from substituting the asymptotic approximations \((18)\) and \((19)\) into \((21)\), and standard manipulations. 
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Asymptotics of $V_n^{[S]}$. Although the asymptotic behaviors of the variance of $S_n$ have been computed before, we re-derive them here by a different approach, which is easily amended for the calculation of other variances and covariances.

Consider first $3 \leq m \leq 26$. Then $\alpha < 3/2$. Moreover, from Lemma 3.3,

\[
b_n^{[S]} = O(n^{2\alpha-2}) = O(n^{1-\varepsilon}),
\]

for some $0 < \varepsilon < 0.00171$. Consequently, by applying Proposition 3.1(i),

\[
V_n^{[S]} \sim C_S n,
\]

for some constant $C_S$; see [8] for a more explicit expression and the proof that $C_S > 0$.

On other hand, if $m \geq 27$, since $\alpha > 3/2$, we then have, by Lemmas 3.2 and 3.3,

\[
b_n^{[S]} \sim \sum_{2 \leq k_1, k_2 \leq 3} \frac{(m-1)!A_{k_1}A_{k_2}n^{\lambda_{k_1}+\lambda_{k_2}-2}}{\Gamma(\lambda_{k_1})\Gamma(\lambda_{k_2})} \times \int_{x_1+\cdots+x_m=1} \left(-1 + \sum_{1 \leq i \leq m} x_i^{\lambda_{k_1}-1}\right) \left(-1 + \sum_{1 \leq r \leq m} x_r^{\lambda_{k_2}-1}\right) dx
\]

\[
\sim \sum_{2 \leq k_1, k_2 \leq 3} \frac{A_{k_1}A_{k_2}n^{\lambda_{k_1}+\lambda_{k_2}-2}}{\Gamma(\lambda_{k_1})\Gamma(\lambda_{k_2})} \left(1 - \frac{m!\Gamma(\lambda_{k_1})}{\Gamma(\lambda_{k_1}+m-1)} - \frac{m!\Gamma(\lambda_{k_2})}{\Gamma(\lambda_{k_2}+m-1)} \right)
\]

\[
+ \frac{m!(\lambda_{k_1}+\lambda_{k_2}-1)}{\Gamma(\lambda_{k_1}+\lambda_{k_2}+m-2)} + \frac{m!(m-1)\Gamma(\lambda_{k_1})\Gamma(\lambda_{k_2})}{\Gamma(\lambda_{k_1}+\lambda_{k_2}+m-2)}.
\]

Note that

\[
\frac{m!\Gamma(\lambda_{k_j})}{\Gamma(\lambda_{k_j}+m-1)} = 1, \quad (2 \leq j \leq 3).
\]

Applying Proposition 3.1(ii) term by term then gives

\[
V_n^{[S]} \sim \sum_{2 \leq k_1, k_2 \leq 3} \frac{A_{k_1}A_{k_2}n^{\lambda_{k_1}+\lambda_{k_2}-2}}{\Gamma(\lambda_{k_1})\Gamma(\lambda_{k_2})} \left(-1 + \frac{m!(m-1)\Gamma(\lambda_{k_1})\Gamma(\lambda_{k_2})}{\Gamma(\lambda_{k_1}+\lambda_{k_2}+m-2) - m!\Gamma(\lambda_{k_1}+\lambda_{k_2}-1)}\right)
\]

\[
=: F_1(\beta \log n)n^{2\alpha-2},
\]

where

\[
F_1(z) := 2\left(\frac{|A_2|^2}{\Gamma(\lambda_2)}\right)^2 \left(-1 + \frac{m!(m-1)|\Gamma(\lambda_2)|^2}{\Gamma(2\alpha + m - 2) - m!\Gamma(2\alpha - 1)}\right)
\]

\[
+ 2\Re \left(\frac{A_2^2e^{2iz}}{\Gamma(\lambda_2)}\left(-1 + \frac{m!(m-1)|\Gamma(\lambda_2)|^2}{\Gamma(2\lambda_2 + m - 2) - m!\Gamma(2\lambda_2 - 1)}\right)\right).
\]

Asymptotics of $V_n^{[SK]}$. We now turn to $V_n^{[SK]}$. If $3 \leq m \leq 13$, then, by Lemma 3.3,

\[
b_n^{[SK]} = O(n^\alpha),
\]

where $\alpha < 1$. Consequently, by Proposition 3.1(i),

\[
V_n^{[SK]} \sim C_R n,
\]
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for some constant \(C_R\). For the remaining range where \(m \geq 14\), we have \(\alpha > 1\), and, by Lemma 3.3 and (16),

\[
\begin{align*}
b_n^{[SK]} & \sim \sum_{2 \leq k \leq 3} \frac{(m-1)!Akn_{\lambda_k}}{\Gamma(\lambda_k)} \int_{x_1 + \cdots + x_m = 1} \left( -1 + \sum_{1 \leq l \leq m} x_{l}^{\lambda_k - 1} \right) \left( 1 + 2\phi \sum_{1 \leq r \leq m} x_{r} \log x_{r} \right) \, dx \\
& \sim \sum_{2 \leq k \leq 3} Akn_{\lambda_k} \Gamma(\lambda_k) \left( 1 - 2\phi \frac{m! \Gamma(\lambda_k + 1)}{\Gamma(\lambda_k + m)} \left( m \psi(\lambda_k + m) - \psi(\lambda_k + 1) - (m-1)(1-\gamma) \right) \right). \end{align*}
\]

Now, we apply Proposition 3.1(ii) and again after some straightforward simplifications

\[
V_n^{[SK]} \sim F_2 (\beta \log n) n^\alpha,
\]

where

\[
F_2(z) := 2\phi \Re \left( \frac{(\lambda_2 + m - 1)A_2 e^{iz}}{(m-1)! \Gamma(\lambda_2)} \left( \frac{1}{2\phi} - \frac{\lambda_2}{\lambda_2 + m - 1} \left( m \psi(\lambda_2 + m) - \psi(\lambda_2 + 1) \\ - (m-1)(1-\gamma) \right) \right) \right). \tag{23}
\]

**Asymptotics of \(V_n^{[K]}\).** In a similar manner, we obtain, by Lemma 3.3,

\[
\begin{align*}
b_n^{[K]} & \sim (m-1)! n^2 \int_{x_1 + \cdots + x_m = 1} \left( 1 + 2\phi \sum_{1 \leq l \leq m} x_{l} \log x_{l} \right)^2 \, dx \\
& \sim 4\phi^2 n^2 \left( H_m^{(2)} - \frac{2}{m+1} - \frac{\pi^2 (m-1)}{6(m+1)} \right),
\end{align*}
\]

where the last line follows from applying (15), (16) and (17). Applying again Proposition 3.1(ii) gives

\[
V_n^{[K]} \sim C_K n^2,
\]

which completes the proof of Theorem 2.1.

### 3.4 Correlation between space requirement and NPL

The calculations in this case are similar to those for \(\rho(S_n, K_n)\), so we only sketch the major steps needed. Briefly, most asymptotic estimates differ either by a factor of the occupancy constant \(\phi\) or its powers. The only exception is the additional factor \(\log n\) appearing in the covariance \(\text{Cov}(S_n, N_n)\) (see (2.3)).

Let \(\nu_n = \mathbb{E}(N_n)\). Then

\[
\nu_n = m \sum_{0 \leq j \leq n-m+1} \pi_{n,j} \nu_j + \mu_n - 1.
\]

Consequently, by the asymptotic estimate (19) and by applying Proposition 3.1(i), we obtain

\[
\nu_n = 2\phi^2 n \log n + c_2 n + o(n), \tag{24}
\]
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for some constant \( c_2 \).

Let \( \bar{N}_n = N_n - \nu_n \). Then the moment-generating function \( \bar{P}_n(u,v) := E(e^{\bar{S}_n u + \bar{N}_n v}) \) satisfies for \( n \geq m - 1 \)

\[
\bar{P}_n(u,v) = \frac{1}{(m-1)} \sum_j P_j(u+v,v) \cdots P_{jm}(u+v,v) e^{\Delta_j u + \delta_j v},
\]

with the initial conditions \( \bar{P}_n(u,v) = 1 \) for \( 0 \leq n \leq m - 2 \) and

\[
\delta_j := -\nu_n + \sum_{1 \leq l \leq m} (\nu_{jl} + \mu_{jl}).
\]

Now define

\[
V_n^{[SN]} := \text{Cov}(S_n, N_n) \quad \text{and} \quad V_n^{[N]} := \mathbb{V}(N_n).
\]

Then

\[
V_n^{[X]} = m \sum_{0 \leq l \leq n-m+1} \pi_{n,l} V_j^{[X]} + b_n^{[X]}, \quad (X \in \{SN, N\}),
\]

where

\[
b_n^{[SN]} = \frac{1}{(m-1)} \sum_j \left(V_j^{[S]} + \Delta_j \delta_j\right)
= V_n^{[S]} + \frac{1}{(m-1)} \sum_j (\Delta_j \delta_j - \Delta_j^2)
\]

\[
b_n^{[N]} = \frac{1}{(m-1)} \sum_j \left(V_j^{[S]} + 2V_j^{[SN]} + \delta_j^2\right)
= V_n^{[S]} + 2V_n^{[SN]} + \frac{1}{(m-1)} \sum_j \left(\delta_j^2 - 2\Delta_j \delta_j + \Delta_j^2\right).
\]

As in the case of KPL, the following uniform estimate is crucial in our analysis.

**Lemma 3.4. Uniformly in \( j \),**

\[
\delta_j = \phi n \left(1 + 2\phi \sum_{1 \leq l \leq m} \frac{j_l}{n} \log \frac{j_l}{n}\right) + o(n).
\]

**Proof.** By the definition of \( \delta_j \) and the estimates (19) and (24).

Note that the expansion differs from that for \( \nabla_j \) in Lemma 3.3 by an additional factor \( \phi \).

If \( 3 \leq m \leq 13 \), then, by Lemmas 3.3 and 3.4,

\[
b_n^{[SN]} = C_{SN} + O \left(n^{1-\varepsilon}\right),
\]

for a sufficiently small \( \varepsilon > 0 \). Thus, by Proposition 3.1 (i),

\[
V_n^{[SN]} \sim \frac{C_{SN} \log n}{H_m - 1}.
\]
Assume now \( m \geq 14 \). Then, again from Lemma 3.3 and Lemma 3.4 together with the known asymptotics of \( V_n^{[S]} \), we see that

\[
b_n^{[SN]} \sim \frac{1}{(m-1)} \sum_j \Delta_j \delta_j \sim \frac{\phi}{(m-1)} \sum_j \Delta_j \phi_j \sim \phi b_n^{[SK]}.
\]

Thus we deduce, as in the proof for \( V_n^{[SK]} \),

\[
V_n^{[SN]} \sim \phi V_n^{[SK]} \sim \phi F_2(\beta \log n)n^\alpha.
\]

Similarly, we have

\[
b_n^{[N]} \sim \frac{1}{(m-1)} \sum_j \delta_j^2 \sim \frac{\phi^2}{(m-1)} \sum_j \phi^2_j \sim \phi^2 b_n^{[K]}.
\]

Consequently,

\[
V_n^{[N]} \sim \phi^2 V_n^{[K]} \sim \phi^2 C_K n^2.
\]

This completes the proof of Theorem 2.3.

4 Bivariate distributional asymptotics for space requirement and path lengths

In this section, we identify the asymptotic joint distributional behaviors of the pairs \((N_n, S_n)\) and \((K_n, S_n)\). Although the sequences \((N_n)\) and \((K_n)\) converge after normalization for all \( m \geq 3 \) with limit distributions depending on \( m \), we split the analysis into two cases depending on \( 3 \leq m \leq 26 \) or \( m > 26 \) due to the phase change in the limit behavior of \( S_n \). We discuss the pair \((N_n, S_n)\) in detail in Sections 4.1 and 4.2. (the corresponding analysis for \((K_n, S_n)\) is similar and we will not give details). Moreover, in Section 4.3, we will show that the univariate limit random variables of the normalized sequences \((N_n)\) and \((K_n)\) do have the same distribution.

We introduce the following notation

\[
\mu(n) := \mu_n = \mathbb{E}[S_n] = \phi(n + 1) + \Re(\theta n^{\lambda_2 - 1}) + o(1 \lor n^{\alpha - 1}),
\]

where \( \theta := 2 A_2/\Gamma(\lambda_2) \); see (19). Similarly, write \( \kappa(n) = \kappa_n = \mathbb{E}(K_n) \) and \( \nu(n) = \nu_n = \mathbb{E}(N_n) \).

4.1 Node path length and space requirement. I. \( m \geq 27 \)

We give in this section the precise formulation of the periodic case \( m \geq 27 \) of Theorem 2.7.

Normalization. We first normalize the vector \( Q_n = (N_n, S_n) \) as follows. Let \( Y_0 := 0 \) and

\[
Y_n := \left( \frac{N_n - \mathbb{E}[N_n]}{n}, \frac{S_n - \phi n}{n^{\alpha - 1}} \right), \quad (n \geq 1).
\]
Then the recurrence (12) implies for \( n \geq m - 1 \)

\[
(Y_n)^t = \sum_{1 \leq r \leq m} A^{(n)}_r \left( Y^{(r)}_{n^{(r)}} \right)^t + b^{(n)},
\]

where

\[
A^{(n)}_r := \begin{bmatrix}
\frac{I^{(n)}_r}{n} \\
\frac{I^{(n)}_r}{n}
\end{bmatrix}, \\
\frac{b^{(n)}}{n} := \begin{bmatrix}
\frac{1}{n} \left( \sum_{1 \leq r \leq m} \left( \nu \left( I^{(n)}_r \right) + \phi I^{(n)}_r - \nu(n) \right) \right) \\
-\phi \frac{m-1}{n^\alpha-1}
\end{bmatrix},
\]

with assumptions on independence and on identical distributions as in Section 3.1. The expansion (24) implies

\[
\frac{1}{n} \left( \sum_{1 \leq r \leq m} \left( \nu \left( I^{(n)}_r \right) + \phi I^{(n)}_r - \nu(n) \right) \right) = \phi + 2\phi^2 \sum_{1 \leq r \leq m} \frac{I^{(n)}_r}{n} \log \frac{I^{(n)}_r}{n} + o(1).
\]

Moreover, by (11), we obtain the \( L_2 \)-convergence

\[
\frac{I^{(n)}}{n} \xrightarrow{L_2} (V_1, \ldots, V_m) =: V.
\]

This implies the \( L_2 \)-convergences

\[
\frac{1}{n} \left( \sum_{1 \leq r \leq m} \left( \nu \left( I^{(n)}_r \right) + \phi I^{(n)}_r - \nu(n) \right) \right) \rightarrow \phi + 2\phi^2 \sum_{1 \leq r \leq m} V_r \log V_r =: b_N,
\]

and

\[
b^{(n)} \rightarrow \begin{bmatrix} b_N \\ 0 \end{bmatrix}, \\
A^{(n)}_r \rightarrow \begin{bmatrix} V_r & 0 \\ 0 & V_r^{\alpha-1} \end{bmatrix}.
\]

For our limit result for \( m \geq 27 \), we first define a distribution which governs the asymptotics.

**The limiting map.** To describe the asymptotic behavior of \( Q_n \), we use the following probability distribution on the space \( \mathbb{R} \times \mathbb{C} \). Let \( \mathcal{M}^{\mathbb{R} \times \mathbb{C}} \) denote the space of all distributions \( \mathcal{L}(Z,W) \) on \( \mathbb{R} \times \mathbb{C} \) and \( \mathcal{M}_2^{\mathbb{R} \times \mathbb{C}} \) the subspace of distributions with finite second moment, i.e., 

\[
\| (Z,W) \|_2 := \left( \mathbb{E}[Z^2] + \mathbb{E}[|W|^2] \right)^{1/2} < \infty.
\]

For \( \gamma = (\gamma_1, \gamma_2) \in \mathbb{R} \times \mathbb{C} \), let

\[
\mathcal{M}_2^{\mathbb{R} \times \mathbb{C}}(\gamma) := \left\{ \mathcal{L}(Z,W) \in \mathcal{M}_2^{\mathbb{R} \times \mathbb{C}} \mid \mathbb{E}[Z] = \gamma_1, \mathbb{E}[W] = \gamma_2 \right\}.
\]

We define the following map \( T_N \) on \( \mathcal{M}_2^{\mathbb{R} \times \mathbb{C}} \):

\[
T_N : \mathcal{M}^{\mathbb{R} \times \mathbb{C}} \rightarrow \mathcal{M}^{\mathbb{R} \times \mathbb{C}}
\]

\[
\mathcal{L}(Z,W) \mapsto \mathcal{L} \left( \sum_{1 \leq r \leq m} \begin{bmatrix} V_r & 0 \\ 0 & V_r^{\lambda-1} \end{bmatrix} \left( Z^{(r)} + b_N \right) \right),
\]

where

\[
\lambda := \frac{\alpha-1}{\alpha-2}
\]

and

\[
\mathcal{L} \left( \sum_{1 \leq r \leq m} \begin{bmatrix} V_r & 0 \\ 0 & V_r^{\lambda-1} \end{bmatrix} \left( Z^{(r)} + b_N \right) \right) \rightarrow \mathcal{L}(Z,W) \xrightarrow{\text{law}} \mathcal{L}(Z^{(r)} + b_N).
\]
where \((Z^{(1)}, W^{(1)}), \ldots, (Z^{(m)}, W^{(m)})\), \(V\) are independent, \((Z^{(r)}, W^{(r)})\) is distributed as \((Z, W)\) for all \(r = 1, \ldots, m\) and \(b_N\) is defined in (28). The \(\| \cdot \|_2\)-norm induces the minimal \(L_2\)-metric \(\ell_2\) by

\[
\ell_2(\mu, \nu) := \inf \{\|X - Y\|_2 : \mathcal{L}(X) = \mu, \mathcal{L}(Y) = \nu\}, \quad (\mu, \nu \in \mathcal{M}_{L_2}^{\mathbb{R} \times \mathbb{C}}).
\]

Given random variables \(X, Y\), write for simplicity \(\ell_2(X, Y) = \ell_2(\mathcal{L}(X), \mathcal{L}(Y))\). For any distributions \(\mu, \nu \in \mathcal{M}_{L_2}^{\mathbb{R} \times \mathbb{C}}\), there exist optimal \(\ell_2\)-couplings, i.e. random vectors \(\Upsilon_1, \Upsilon_2\) in \(\mathbb{R} \times \mathbb{C}\) with \(\ell_2(\mu, \nu) = \|\Upsilon_1 - \Upsilon_2\|_2\).

**Lemma 4.1.** Assume \(m \geq 27\). For any \(\gamma \in \mathbb{R} \times \mathbb{C}\), the restriction of the map \(T_N\) defined in (30) to \(\mathcal{M}_{L_2}^{\mathbb{R} \times \mathbb{C}}(\gamma)\) is a (strict) contraction with respect to \(\ell_2\), and has a unique fixed point in \(\mathcal{M}_{L_2}^{\mathbb{R} \times \mathbb{C}}(\gamma)\).

**Proof.** Let \(\gamma \in \mathbb{R} \times \mathbb{C}\) be arbitrary. For \(\mu \in \mathcal{M}_{L_2}^{\mathbb{R} \times \mathbb{C}}(\gamma)\), let \(\Upsilon\) be a random variable with distribution \(T(\mu)\). First, note that \(\|\Upsilon\|_2 < \infty\) by independence and \(\|b_N\|_2 < \infty\) (we even have \(\|b_N\|_\infty < \infty\)). To see that \(\mathbb{E}[\Upsilon]\) exists, note that \(\mathbb{E}[b_N] = 0\) and \(\sum_{1 \leq r \leq m} V_r = 1\) almost surely. Hence, we only need to show that \(\mathbb{E}[V_1^{\lambda_x - 1}] = 1/m\). Since \(V_1\) has density \(x \mapsto (m-1)(1-x)^{m-2}\) for \(x \in [0,1]\), we see that

\[
\mathbb{E}[V_1^{\lambda_x - 1}] = \int_0^1 (m-1)(1-x)^{m-2}x^{\lambda_x - 1} \, dx = (m-1)\frac{\Gamma(m-1)\Gamma(\lambda_2)}{\Gamma(m+\lambda_2-1)} = \frac{1}{m},
\]

because \(\Gamma(m+\lambda_2-1)/\Gamma(\lambda_2) = m!\). This implies that \(\mathbb{E}[\Upsilon] = \gamma\), and thus \(T(\mu) \in \mathcal{M}_{L_2}^{\mathbb{R} \times \mathbb{C}}(\gamma)\). This in turn implies that the restriction of \(T\) to \(\mathcal{M}_{L_2}^{\mathbb{R} \times \mathbb{C}}(\gamma)\) maps into \(\mathcal{M}_{L_2}^{\mathbb{R} \times \mathbb{C}}(\gamma)\).

That the restriction of \(T\) to \(\mathcal{M}_{L_2}^{\mathbb{R} \times \mathbb{C}}(\gamma)\) is a contraction with respect to \(\ell_2\) follows from a standard calculation, e.g., with a slight modification as in [36, Lemma 3.1].

**Proof of Theorem 2.7: NPL.** Denote by \(\mathcal{L}(X, \Lambda)\) the unique fixed point of the restriction of \(T_N\) to \(\mathcal{M}_{L_2}^{\mathbb{R} \times \mathbb{C}}((0, \theta))\), with \(\theta\) defined in (25). By Lemma 4.1, the distribution \(\mathcal{L}(X, \Lambda)\) as in the statement of the Theorem is well-defined. The fixed point property of \((X, \Lambda)\) implies that

\[
\left(\begin{array}{c}
X \\
\mathcal{R}(n^{i\beta}\Lambda)
\end{array}\right) 
\overset{\text{d}}{=}
\left(\begin{array}{c}
\sum_{1 \leq r \leq m} V_r X^{(r)} + b_N \\
\sum_{1 \leq r \leq m} \mathcal{R}(n^{i\beta} V_r^{\lambda_2 - 1} \Lambda^{(r)})
\end{array}\right),
\]

where \((V_1, \ldots, V_m), (X^{(1)}, \Lambda^{(1)}), \ldots, (X^{(m)}, \Lambda^{(m)})\) are independent, and \((X^{(r)}, \Lambda^{(r)})\) are identically distributed as \((X, \Lambda)\).

Define now three matrices

\[
\tilde{A}_r^{(n)} := \left[\begin{array}{cc}
\frac{I_r^{(n)}}{n} & 0 \\
0 & \left(\frac{I_r^{(n)}}{n}\right)^{\lambda_2 - 1}
\end{array}\right],
\]

\[
B_r^{(n)} := \left[\begin{array}{cc}
V_r & 0 \\
0 & n^{i\beta} V_r^{\lambda_2 - 1}
\end{array}\right],
\]

\[
C_r^{(n)} := \left[\begin{array}{cc}
\frac{I_r^{(n)}}{n} & 0 \\
0 & \left(\frac{I_r^{(n)}}{n}\right)^{\lambda_2 - 1}
\end{array}\right],
\]

and write

\[
\Delta(n) := \ell_2(Y_n, (X, \mathcal{R}(n^{i\beta}\Lambda))).
\]
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To bound $\Delta(n)$, we use the following coupling between the $Y_{j}^{(r)}$’s appearing in the recurrence (26) and the quantities appearing on the right-hand side of (31). Note that for any pair of distributions on $\mathbb{R}^2$, there always exists an optimal $\ell_2$-coupling. We first fix the random vectors $(X(1), \Lambda(1)), \ldots, (X(m), \Lambda(m))$. Then, for each $j \geq 1$ and $r = 1, \ldots, m$, we choose $Y_{j}^{(r)}$ as an optimal $\ell_2$-coupling to $(X^{(r)}, \Re(j^{i\beta} \Lambda^{(r)}))$ on $\mathbb{R}^2$. This can be done such that the sequences

$$
\left( Y_{j}^{(1)}, (X(1), \Re(j^{i\beta} \Lambda(1))) \right)_{j \geq 1}, \ldots, \left( Y_{j}^{(m)}, (X^{(m)}, \Re(j^{i\beta} \Lambda^{(m)})) \right)_{j \geq 1}
$$

are independent and independent of $(I^{(n)}, V_1, \ldots, V_m)$. Note that these couplings and independence assumptions do not violate equations (26) and (31). Hence, we obtain

$$
\Delta(n) \leq \left\| \sum_{1 \leq r \leq m} A_r^{(n)} \left( Y_{I_r^{(n)}}^{(r)} \right)^{t} + b^{(n)} - \Re \left( \sum_{1 \leq r \leq m} B_r^{(n)} \left( \frac{X^{(r)}}{\Lambda^{(r)}} \right) + \left( \begin{array}{c} b \\ 0 \end{array} \right) \right) \right\|_2.
$$

Using the triangle inequality and writing the components as $Y_{n} = (Y_{n,1}, Y_{n,2})$, we obtain

$$
\Delta(n) \leq \left\| \sum_{1 \leq r \leq m} \left( A_r^{(n)} \left( Y_{I_r^{(n)}}^{(r)} \right)^{t} - \Re \left( C_r^{(n)} \left( \frac{X^{(r)}}{\Lambda^{(r)}} \right) \right) \right) \right\|_2 + \left\| \sum_{1 \leq r \leq m} \Re \left( C_r^{(n)} \left( \frac{X^{(r)}}{\Lambda^{(r)}} \right) \right) - \Re \left( B_r^{(n)} \left( \frac{X^{(r)}}{\Lambda^{(r)}} \right) \right) \right\|_2 + \left\| \sum_{1 \leq r \leq m} \left( \frac{I_r^{(n)}}{n} Y_{I_r^{(n)}}^{(r)} \right)^{2} + \left\| b^{(n)} - \left( \begin{array}{c} b \\ 0 \end{array} \right) \right\|_2.
$$

The second and the fourth summand on the right-hand side tend to zero as $n \to \infty$ by (27) and (29). For the third summand, note that the asymptotic behavior of the normalized size $Y_{n,2}$ of $m$-ary search trees is covered by Theorem 1, eq. (2) in [8]. In particular, from that theorem we obtain $\sup_{n \geq 1} \| Y_{n,2} \|_2 < \infty$. Taking into account the prefactor $(I_r^{(n)})^{\alpha-1}/n$ and conditioning on $I_r^{(n)}$, we find that the third summand also tends to zero.

To bound the first summand in the latter display, we write, for $r = 1, \ldots, m$ and $n \geq m - 1$,

$$
W_r^{(n)} := A_r^{(n)} \left( Y_{I_r^{(n)}}^{(r)} \right)^{t} - \Re \left( C_r^{(n)} \left( \frac{X^{(r)}}{\Lambda^{(r)}} \right) \right)
$$

and denote the components of $W_r^{(n)}$ by $W_r^{(n)} := (W_{r,1}^{(n)}, W_{r,2}^{(n)})$. For $r = 1, \ldots, m$, we have

$$
E \left\| \sum_{1 \leq r \leq m} W_r^{(n)} \right\|_2^2 = E \left[ \sum_{1 \leq r \leq m} \left\{ (W_{r,1}^{(n)})^2 + (W_{r,2}^{(n)})^2 \right\} + \sum_{r \neq s} \left\{ W_{r,1}^{(n)} W_{s,1}^{(n)} + W_{r,2}^{(n)} W_{s,2}^{(n)} \right\} \right].
$$

(32)

We bound the three types of terms individually. First, for the dominant term

$$
E \left[ (W_{r,1}^{(n)})^2 + (W_{r,2}^{(n)})^2 \right]
$$

$$
= E \left[ \left( \frac{I_r^{(n)}}{n} \right)^2 \left( Y_{I_r^{(n)},1}^{(r)} - X^{(r)} \right)^2 + \left( \frac{I_r^{(n)}}{n} \right)^{2(\alpha-1)} \left( Y_{I_r^{(n)},2}^{(r)} - \Re \left( (I_r^{(n)})^{i\beta} \Lambda^{(r)} \right) \right)^2 \right]
$$
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where we used the inequality $(I_r^{(n)}/n)^2 \leq (I_r^{(n)}/n)^{2(\alpha-1)}$. Conditioning on $I_r^{(n)}$ and using that $Y_j^{(r)}$ and $(X^{(r)}, \Re(j^{\beta}\Lambda^{(r)})$ are optimal couplings, we obtain

$$\mathbb{E}\left[(W_{r,1}^{(n)})^2 + (W_{r,2}^{(n)})^2\right] \leq \mathbb{E}\left[\left(\frac{I_r^{(n)}}{n}\right)^{2(\alpha-1)} \Delta^2(I_r^{(n)})\right].$$

For the cross-product terms in (32), assume $1 \leq r, s \leq m$ with $r \neq s$. Note that, by independence, we have $\mathbb{E}[W_{r,1}^{(n)}W_{s,1}^{(n)}] = 0$ conditioning on $I_r^{(n)}$ and $I_s^{(n)}$. From the expansion (25), we obtain

$$\mathbb{E}[Y_n] = \left(\Re(\theta^n i^\beta) + R(n)\right),$$

with a remainder $R(n) = o(1)$. By independence and $\mathbb{E}[\Lambda] = \theta$, we obtain $\mathbb{E}[W_{r,2}^{(n)}] = \mathbb{E}[(I_r^{(n)}/n)^{n-1}R(I_r^{(n)})]$, and

$$\mathbb{E}[W_{r,2}^{(n)}W_{s,2}^{(n)}] = \mathbb{E}\left[\left(\frac{I_r^{(n)}}{n} \cdot \frac{I_s^{(n)}}{n}\right)^{\alpha-1} R(I_r^{(n)})R(I_s^{(n)})\right]$$

which tends to 0 by the dominated convergence theorem as $I_r^{(n)}, I_s^{(n)} \rightarrow 0$ in probability.

Hence, collecting all estimates, we obtain

$$\Delta(n) \leq \left(\mathbb{E}\left[\sum_{1 \leq r \leq m} \left(\frac{I_r^{(n)}}{n}\right)^{2(\alpha-1)} \Delta^2(I_r^{(n)})\right] + o(1)\right)^{1/2} + o(1). \quad (33)$$

Now $\Delta(n) \rightarrow 0$ follows from a standard argument since we have

$$\lim_{n \rightarrow \infty} \sum_{1 \leq r \leq m} \mathbb{E}\left[\left(\frac{I_r^{(n)}}{n}\right)^{2(\alpha-1)}\right] = \sum_{1 \leq r \leq m} \mathbb{E}[V_r^{2(\alpha-1)}] = m^2 B(m, 2\alpha - 1) < 1;$$

(cf. the proof of Theorem 4.1 in [36]). This proves Theorem 2.7 for NPL.

### 4.2 Node path length and space requirement. II. 3 \leq m \leq 26

We begin with the recurrence (12), and recall that, for $3 \leq m \leq 26$,

$$\mathbb{V}(S_n) \sim C_S n, \quad \mathbb{V}(N_n) \sim C_N n^2 \quad \text{with} \quad C_N = \delta^2 C_K;$$

see (18) and (24). There exists an $n_1 \geq 1$, such that for all $n \geq n_1$, the matrix $\text{Cov}(Q_n)$ is positive definite. We normalize it by $\tilde{Q}_n := Q_n$ for $0 \leq n < n_1$ and by

$$\left(\tilde{Q}_n\right)^t := \left[egin{array}{cc} (\sqrt{C_N})^{-1} & 0 \\ 0 & (C_S n)^{-1/2} \end{array}\right] \left(Q_n - \mathbb{E}[Q_n]\right)^t, \quad (n \geq n_1).$$
Then, by (12), $\tilde{Q}_n$ satisfies the recurrence
\[
(\tilde{Q}_n)^t = \sum_{1 \leq r < m} D_r^{(n)} (\tilde{Q}_r^{(n)})^t + \tilde{b}_n, \quad (n \geq m - 1),
\]
where (denoting by $F_{n,r}$ the event $F_{n,r} := \{ I_r^{(n)} \geq n_1 \}$ and $F_{n,r}^c$ its complement)
\[
D_r^{(n)} = \left[ \begin{array}{cc}
\left( I_r^{(n)} \right) / n & 1_{F_{n,r}} \sqrt{C_N} n \\
0 & \sqrt{I_r^{(n)}} - 1_{F_{n,r}} / \sigma_Y \sqrt{n}
\end{array} \right],
\]
and
\[
\tilde{b}_n = \left[ \begin{array}{c}
\frac{1}{\sqrt{C_N}} n \left( \sum_{1 \leq r < m} \left( \mu(I_r^{(n)} \right) + \mu(I_r^{(n)}) \right) - \nu(n) \\
\frac{1}{C_s n} \left( 1 - \mu(n) + \sum_{1 \leq r < m} \nu(I_r^{(n)}) \right)
\end{array} \right],
\]
with assumptions on independence and identical distributions as in (12). Note that the asymptotic expressions for the variances and covariance between $N_n$ and $S_n$ imply that
\[
\text{Cov}(\tilde{Q}_n) = \text{Id}_2 + o(1),
\]
where $\text{Id}_2$ denotes the $2 \times 2$ identity matrix and the $o(1)$-term means that all four components of $\text{Cov}(\tilde{Q}_n)$ converge to the corresponding components of $\text{Id}_2$, each $o(1)$ in the four components being different in general. In particular, $\text{Cov}(\tilde{Q}_n)$ is a symmetric, positive definite matrix for all $n \geq n_1$. Let $R_n := \text{Id}_2$ for $0 \leq n < n_1$ and $R_n := (\text{Cov}(\tilde{Q}_n))^{1/2}$ for $n \geq n_1$. Note that, by continuity, we have
\[
R_n = \text{Id}_2 + o(1), \quad R_n^{-1} = \text{Id}_2 + o(1).
\]
Now normalize $\tilde{Q}_n$ by $Y_n := R_n^{-1} \tilde{Q}_n$, for $n \geq 1$, so that $\text{Cov}(Y_n) = \text{Id}_2$ for $n \geq n_1$, and
\[
(Y_n)^t = \sum_{1 \leq r < m} F_r^{(n)} \left( Y_r^{(n)} \right)^t + b^{(n)}, \quad (n \geq n_1),
\]
where $F_r^{(n)} = R_n^{-1} D_r^{(n)} R_r^{(n)}$ and $b^{(n)} = R_n^{-1} b_n$, with assumptions on independence and identical distributions as in (12). From (34), (35) and (27), we then obtain the convergences
\[
F_r^{(n)} \to \left[ \begin{array}{cc}
V_r & 0 \\
0 & V_r^{1/2}
\end{array} \right] := F_r^*, \quad b^{(n)} \to \left( C_N^{-1/2} b_N \right) := b_N^*,
\]
which hold in $L_p$ for any $1 \leq p < \infty$ (we will need $p = 3$ below).

The limiting map. To describe the asymptotic behavior of $Q_n$, we use the following probability distribution on the space $\mathbb{R}^2$. In accordance with the notation in [39], we denote by $\mathcal{M}^2$ the space of all probability distributions on $\mathbb{R}^2$, by $\mathcal{M}_3^2$ the subspace of all $\mathcal{L}(Z) \in \mathcal{M}^2$ with $\|Z\|_3 < \infty$, and furthermore
\[ \mathcal{M}_3^2(0, \text{Id}_2) := \left\{ \mathcal{L}(Z) \in \mathcal{M}_3^2 \mid \mathbb{E}[Z] = 0, \text{Cov}(Z) = \text{Id}_2 \right\}. \]

Define the map \( T_N^\prime \) on \( \mathcal{M}^2 \):

\[ T_N^\prime : \mathcal{M}^2 \to \mathcal{M}^2, \]

\[ \mathcal{L}(Z) \mapsto \mathcal{L} \left( \sum_{1 \leq r \leq m} F_r^* Z^{(r)} + b_N^* \right), \]

where \( Z^{(1)}, \ldots, Z^{(m)}, (F_1^*, \ldots, F_m^*, b_N^*) \) are independent and \( Z^{(r)} \) is distributed as \( Z \) for all \( r = 1, \ldots, m \). Here \( F_r^* \) and \( b_N^* \) are defined in (37).

**Lemma 4.2.** The restriction of \( T_N^\prime \) in (38) to \( \mathcal{M}_3^2(0, \text{Id}_2) \) has a unique fixed point \( \mathcal{L}(X', \Lambda') \) which is a product measure, i.e., its components \( X' \) and \( \Lambda' \) are independent.

**Proof.** We check first that the restriction of \( T_N^\prime \) to \( \mathcal{M}_3^2(0, \text{Id}_2) \) maps into \( \mathcal{M}_3^2(0, \text{Id}_2) \):

- For any \( \mu \in \mathcal{M}_3^2(0, \text{Id}_2) \), we see, by independence and \( \|b_N\|_3 < \infty \), that \( T_N^\prime(\mu) \in \mathcal{M}_3^2 \).
- For the mean of \( T_N^\prime(\mu) \), we have, from \( \mathbb{E}[b_N] = 0 \), that \( T_N^\prime(\mu) \) is centered.
- For the covariance of \( T_N^\prime(\mu) \), we obtain (see also [39, Lemma 3.2]) the matrix

\[ \mathbb{E} \left[ \begin{array}{cc} b_N^2/C_N & 0 \\ 0 & 0 \end{array} \right] + m\mathbb{E} \left[ \begin{array}{cc} V_1^2 & 0 \\ 0 & V_1 \end{array} \right] = \text{Id}_2. \]  

Thus \( T_N^\prime(\mu) \in \mathcal{M}_3^2(0, \text{Id}_2) \). By Lemma 3.3 in [39], the existence of a unique fixed point \( \mathcal{L}(X', \Lambda') \) follows from the inequality

\[ m\mathbb{E} \|F_1^*\|^3_{\text{op}} = m\mathbb{E}[V_1^{3/2}] < 1. \]

Alternatively, Theorem 5.1 in [11] (or Lemma 3.1 in [39] as well) implies the existence of a unique fixed point \( \mathcal{L}(X', \Lambda') \) in \( \mathcal{M}_3^2(0, \text{Id}_2) \).

To show that \( \mathcal{L}(X', \Lambda') \) is a product measure we recall that the existence of the unique fixed point that we just obtained is based on the fact that the restriction of \( T_N^\prime \) to \( \mathcal{M}_3^2(0, \text{Id}_2) \) is a contraction with respect to a complete metric on \( \mathcal{M}_3^2(0, \text{Id}_2) \). We do not introduce this metric, the Zolotarev metric \( \zeta_3 \) here, since we do not require the special description of \( \zeta_3 \). For more information on \( \zeta_3 \), in particular the completeness of the metric space \( (\mathcal{M}_3^2(0, \text{Id}_2), \zeta_3) \), see [11].

We denote the space of probability measures on \( \mathbb{R} \) by \( \mathcal{M} \) and

\[ \mathcal{M}_3(0, 1) := \left\{ \mathcal{L}(Z) \in \mathcal{M} \left| \mathbb{E}[|Z|^3] < \infty, \mathbb{E}[Z] = 0, \forall(Z) = 1 \right. \right\}. \]

Furthermore, the product of probability measures \( \nu_1 \) and \( \nu_2 \) on \( \mathbb{R} \) by \( \nu_1 \otimes \nu_2 \). Consider the space

\[ \mathcal{G} := \{ \nu_1 \otimes \mathcal{N}(0, 1) \mid \nu_1 \in \mathcal{M}_3(0, 1) \}. \]

Then \( \mathcal{G} \subset \mathcal{M}_3^2(0, \text{Id}_2) \).
To show that \((G, \zeta_3)\) is a closed subspace of \((\mathcal{M}_3^2(0, \text{Id}_2), \zeta_3)\), let \((\mu_n \otimes \mathcal{N}(0, 1))_{n \geq 1}\) be a sequence in \(G\) that converges in \((\mathcal{M}_3^2(0, \text{Id}_2), \zeta_3)\), say to \(\mathcal{L}(Y_1, Y_2)\). Since \(\zeta_3\)-convergence implies weak convergence, we first obtain that \(Y_2\) is standard normally distributed. Clearly, we have \(\mathcal{L}(Y_1) \in \mathcal{M}_3^2(0, 1)\). Since a weak limit of product measures is a product measure (see e.g. [2, Theorem 2.8(ii)]), \(\mathcal{L}(Y_1, Y_2)\) is a product measure. Now \((G, \zeta_3)\) as a closed subspace of the complete space \((\mathcal{M}_3^2(0, \text{Id}_2), \zeta_3)\) is complete.

We next show that the restriction of \(T'_N\) to \(G\) maps to \(G\). Note that only here do we use the fact that the second component in the definition of \(G\) is a normal distribution; see (40) below. For \(\mu = \mu_1 \otimes \mathcal{N}(0, 1) \in G\), the covariance matrix of \(T'_N(\mu) =: \mathcal{L}(Y_1, Y_2)\) is \(\text{Id}_2\) by (39). Since \(Y_2\) is distributed as \(\sum_{1 \leq r \leq m} V_{1r}^1 N_r\), where the \(N_j\)'s are independent normals and independent of \((V_1, \ldots, V_m)\), we see that \(\mathcal{L}(Y_2) = \mathcal{N}(0, 1)\). Thus it remains to show that, for \(T'_N(\mu) \in G\), the components \(Y_1\) and \(Y_2\) are independent. Let \(A, B \subset \mathbb{R}\) be measurable and \((Y_1^{(1)}, Y_2^{(1)}), \ldots, (Y_1^{(m)}, Y_2^{(m)})\) be independent random vectors that are independent of \((V_1, \ldots, V_m)\) and identically distributed as \(\mu\). Then, denoting the distribution of \(V = (V_1, \ldots, V_m)\) by \(\Upsilon\) and, for \(v = (v_1, \ldots, v_m)\), writing \(t_N(v) := C_N^{-1/2}(v_m + 2r_2^2 \sum_{1 \leq r \leq m} v_r \log v_r)\), we have

\[
\mathbb{P}(Y_1 \in A, Y_2 \in B) = \mathbb{P} \left( \sum_{1 \leq r \leq m} V_r Y_r^{(1)} + t_N(V) \in A, \sum_{1 \leq r \leq m} v_r^{1/2} Y_r^{(2)} \in B \right) = \int \mathbb{P} \left( \sum_{1 \leq r \leq m} v_r Y_r^{(1)} + t_N(v) \in A, \sum_{1 \leq r \leq m} v_r^{1/2} Y_r^{(2)} \in B \right) d\Upsilon(v) = \int \mathbb{P} \left( \sum_{1 \leq r \leq m} v_r Y_r^{(1)} + t_N(v) \in A \right) \mathbb{P} \left( \sum_{1 \leq r \leq m} v_r^{1/2} Y_r^{(2)} \in B \right) d\Upsilon(v) = \int \mathbb{P} \left( \sum_{1 \leq r \leq m} v_r Y_r^{(1)} + t_N(v) \in A \right) \mathcal{N}(0, 1)(B) d\Upsilon(v) = \mathbb{P}(Y_1 \in A) \mathbb{P}(Y_2 \in B).
\]

We then deduce that \(T'_N(\mu) \in G\) and \(T'_N\) maps \(G\) to \(G\).

Finally, Banach’s fixed point theorem implies that the restriction of \(T'_N\) to \(G\) has a unique fixed point. Since \(G \subset \mathcal{M}_3^2(0, \text{Id}_2)\), we find \(\mathcal{L}(X', \Lambda') \in G\). Consequently, \(X'\) and \(\Lambda'\) are independent. 

**Proof of Theorem 2.6: NPL.** The proof of Theorem 2.6 relies on Theorem 4.1 in [39]. The parameter \(d\) there is taken to be the dimension \(d = 2\) here, and we choose the parameter \(s = 3\). Note that the normalization in (10) is as required in [39, eq. (22)] and is identical to the normalization leading to the \(Y_n\) in (36). We need to check the conditions (24)–(26) in [39]. Condition (24) in our case is, with \(F_r^{(n)}\) and \(b_n^{(n)}\) as in (37),

\[
(F_1^{(n)}, \ldots, F_m^{(n)}, b_n^{(n)}) \rightarrow (F_1^*, \ldots, F_m^*, b_N^*)
\]

in \(L_3\). This is satisfied by (37). Condition (25) in our case is also satisfied because

\[
\sum_{1 \leq r \leq m} \|F_r^*\|_{op}^3 = m\mathbb{E}[V_1^{3/2}] < 1.
\]
Finally, condition (25) is, for all $r = 1, \ldots, m$ and all $\ell \in \mathbb{N}$,
\[
\mathbb{E} \left[ \mathbf{1}_{\{I_r^{(n)} \leq \ell\} \cup \{I_r^{(n)} = n\}} \| F_r^{(n)} \|_{\text{op}}^3 \right] \rightarrow 0.
\]

Since $\| F_r^{(n)} \|_{\text{op}}$ are uniformly bounded random variables, this condition is equivalent to
\[
P \left( I_r^{(n)} \leq \ell \right) \rightarrow 0,
\]
which is satisfied in view of (27). Hence, Theorem 4.1 in [39] applies and implies the convergence $\text{Cov}(Q_n)^{-1/2}(Q_n - \mathbb{E}[Q_n]) \rightarrow (X', \Lambda')$ in the metric $\zeta_3$, which implies the stated convergence in distribution.

Note that the components of $T'_N$ imply univariate recursive distributional equations for $L(\Lambda')$ and $L(X')$:
\[
\Lambda' \overset{d}{=} \sum_{1 \leq r \leq m} \sqrt{V_r} \Lambda^{(r)},
\]
\[
X' \overset{d}{=} \sum_{1 \leq r \leq m} V_r X^{(r)} + C_N^{-1/2} b_N,
\]
with conditions on independence and identical distributions corresponding to the definition of $T'_N$. Moreover, both equations are subject to the constraints of zero mean, unit variance and bounded third absolute moment. The solution for $L(\Lambda')$ is given by the standard normal distribution, and a comparison of the equation for $L(X')$ with (30) shows that $X'$ is identically distributed as $C_N^{-1/2} X$ with $X$ as in Theorem 2.7.

### 4.3 Limit law for NPL

From the previous two subsections, we see that the limit law of $(N_n - \mathbb{E}(N_n))/n$ is the unique solution, subject to zero mean and finite variance, of the recursive distributional equation
\[
X \overset{d}{=} \sum_{1 \leq r \leq m} V_r X^{(r)} + \phi + 2\phi^2 \sum_{1 \leq r \leq m} V_r \log V_r,
\]
where $X^{(1)}, \ldots, X^{(m)}, V$ are independent and the $X^{(r)}$ have the same distribution as $X$.

Moreover, it is well-known that the limit law of $(K_n - \mathbb{E}(K_n))/n$, which we denote by $\mathcal{L}(K)$ in Section 2.2, is the unique solution, again subject to zero mean and finite variance, of
\[
X \overset{d}{=} \sum_{1 \leq r \leq m} V_r X^{(r)} + 1 + 2\phi \sum_{1 \leq r \leq m} V_r \log V_r,
\]
where the meaning of the notations is as above.

Comparing these two distributional recurrences, we see that the solution to the first one is $\mathcal{L}(\phi K)$. Thus, we have
\[
\frac{N_n - \mathbb{E}(N_n)}{n} \overset{d}{\rightarrow} \phi K,
\]
i.e., the limit law of $K_n$ and $N_n$ are up to a constant identical. In fact, if one is only interested in this result, then one does not need the analysis in the last two subsections but there are simpler approaches, as we discussed below.
4.4 Short proofs for the limit law of $N_n$

In this section, we discuss different means of proving directly the limit law for NPL without the detour via the bivariate setting from Sections 4.1 and 4.2.

Limit law for NPL by the contraction method. A first alternative approach to the limit law for NPL uses the contraction method and “over-normalizing” in recurrence (12). More precisely, normalize with an $\alpha < \alpha' < 1$ by

$$\mathcal{R}_n := \begin{bmatrix} n-1 & 0 \\ 0 & n^{-\alpha'} \end{bmatrix} \left( \begin{bmatrix} N_n - \mathbb{E}[N_n] \\ S_n - \mathbb{E}[S_n] \end{bmatrix} \right), \quad (n \geq 1).$$

Now the recurrence (12) leads to the limit equation

$$(\mathcal{R})^t \overset{d}{=} \sum_{1 \leq r \leq m} \begin{bmatrix} V_r & 0 \\ 0 & V_{r'} \end{bmatrix} (\mathcal{R}^{(r)})^t + \begin{bmatrix} b_N \\ 0 \end{bmatrix}, \quad (42)$$

with conditions on independence and identical distributions as in (30). Theorem 4.1 in [36] directly applies and implies that $\mathcal{R}_n \rightarrow \mathcal{R}$ in distribution and with second (mixed) moments, where $\mathcal{R}$ is the unique fixed point subject to zero mean and finite second moment of the recursive distributional equation (42). By substituting into (42), we see that $(\phi K, 0)$ has the distribution of $\mathcal{R}$, which implies that

$$\frac{N_n - \mathbb{E}[N_n]}{n} \overset{d}{\rightarrow} \phi K.$$

Univariate limit law for NPL via Slutsky’s theorem. Another approach is to apply Slutsky’s theorem. For that purpose, we consider the moment generating function

$$\bar{P}_n(u, v, w) = \mathbb{E}(e^{\bar{S}_n u + \bar{K}_n v + \bar{N}_n w}).$$

Then $\bar{P}_n$ satisfies the recurrence

$$\bar{P}_n(u, v, w) = \frac{1}{(m-1)} \sum_j \bar{P}_{j1}(u + w, v, w) \cdots \bar{P}_{jm}(u + w, v, w) e^{\Delta_j u + \nabla_j v + \delta_j w},$$

with the initial conditions $P_n(u, v, w) = 1$ for $0 \leq n \leq m - 2$. Now define

$$V_n^{[KN]} := \text{Cov}(K_n, N_n).$$

Then

$$V_n^{[KN]} = m \sum_{0 \leq j \leq n-m+1} \pi_{n,j} V_j^{[SK]} + b_n^{[KN]},$$

where

$$b_n^{[KN]} = \frac{1}{(m-1)} \sum_j \left( V_j^{[SK]} + \nabla_j \delta_j \right) = V_n^{[SK]} + \frac{1}{(m-1)} \sum_j (\nabla_j \delta_j - \Delta_j \nabla_j).$$
Observe that Lemma 3.3 and Lemma 3.3, together with the asymptotics of $V_n^{[SK]}$, imply that

$$b_n^{[KN]} \sim \frac{1}{(m-1)} \sum_j \nabla_j \delta_j \sim \frac{\phi}{(m-1)} \sum_j \nabla_j^2 \sim \phi b_n^{[K]}.$$ 

Consequently, by the same method of proofs used in Section 3, we see that

$$V_n^{[KN]} \sim \phi C_K n^2.$$ 

Now consider the difference

$$\mathbb{E}(\phi \bar{K}_n - \bar{N}_n)^2 = \phi^2 V_n^{[K]} - 2\phi V_n^{[KN]} + V_n^{[N]} \sim \phi^2 C_K n^2 - 2\phi^2 C_K n^2 + \phi^2 C_K n^2 = o(n^2).$$

Consequently, by Chebyshev’s inequality, we obtain the convergence in probability

$$\frac{\phi \bar{K}_n - \bar{N}_n}{n} \xrightarrow{p} 0.$$ 

From this, the claimed result follows from Slutsky’s theorem and the limit law for KPL. 

Note that this argument in addition gives the following consequence.

**Corollary 4.3.** The correlation coefficient between $K_n$ and $N_n$ tends asymptotically to one

$$\rho(K_n, N_n) \to 1.$$ 

**Identical limit random variables.** To the pair $(N_n, K_n)$, we could as well apply the contraction method, and prove that the normalization $(N_n - \mathbb{E}(N_n))/\sqrt{n}, (K_n - \mathbb{E}(K_n))/\sqrt{n})$ converges to a limit given by

$$(\mathcal{P})^t d \sum_{1 \leq r \leq m} \left[ \begin{array}{cc} V_r & 0 \\ 0 & V_r \end{array} \right] (\mathcal{P}^{(r)})^t + \left( \frac{\phi b_K}{b_K} \right),$$

with conditions on independence and identical distributions as in (30) and subject to zero mean and finite second moment. By plugging in, we find that $(\phi \bar{K}, \bar{K})$ has the limit distribution. This re-derives Corollary 4.3 and shows that the limit random variables (up to scaling) are even almost surely identical. It seems reasonable to conjecture that the sequences

$$\left( \frac{N_n - \mathbb{E}[N_n]}{\sqrt{n}} \right)_{n \geq 1}, \quad \left( \frac{K_n - \mathbb{E}[K_n]}{n} \right)_{n \geq 1}$$

both convergence almost surely to the same random variable with the distribution of $K$. This requires the $m$-ary search trees to grow as a combinatorial Markov chain, which canonically is obtained by building up the tree from i.i.d. uniformly on $[0, 1]$ distributed data. For the notion of a combinatorial Markov chain and related results on binary search trees, see Grübel [19].
5 Extensions

The dependence and phase changes we established above for space requirement and path lengths in random \(m\)-ary search trees are not confined to these shape parameters, neither are they specific to \(m\)-ary search trees. The same study (including the same methods of proof) can be carried out for other shape parameters and other classes of random trees. We consider first random median-of-(\(2t + 1\)) search trees in this section, where we discuss the joint asymptotics of size (defined as the number of nodes with at least \(2t\) descendants) and total key path length (which is also the major cost measure for Quicksort using the median-of-(\(2t + 1\)) technique). Random quadtrees will be also briefly discussed. Then we consider another line of extension, namely, to other shape parameters in these trees. Since the technicalities follow more or less the same pattern, we skip all proofs.

5.1 Random fringe-balanced binary search trees

Fringe-balanced binary search trees (FBBSTs) are binary search trees (\(m = 2\)) with local re-organizations for all subtrees of size exactly \(2t + 1\) into more balanced ones. In terms of quicksort, the corresponding tree structures choose at each partitioning stage the median of a sample of \(2t + 1\) elements to partition the elements into smaller and larger groups. For a precise description and other connections, see [8, 10]. The number of nodes \(S_n\) with at least \(2t\) descendants (or the number of median-partitioning stages) and the total path length of these nodes (TPL; KPL=NPL for binary search trees) \(X_n\) of a random FBBST constructed from a random permutation of \(n\) elements satisfy the following distributional recurrence (\(Q_n := (X_n, S_n)\))

\[
(Q_n)^t \overset{d}{=} \left( Q_{I_n}^{(1)} \right)^t + \left( Q_{n-1-I_n}^{(2)} \right)^t + \binom{n-1}{1}, \quad (n \geq 2t + 1),
\]

with conditions on independence and identical distributions as in (12) and the initial conditions \(S_0 = \cdots = S_{2t} = X_0 = \cdots = X_{2t} = 0\). Here

\[
P(I'_n = j) = \binom{(j-1)}{t} \binom{(n-j)}{2t+1} \quad (t \leq j \leq n - 1 - t).
\]

We start with the mean. First, for \(S_n\), it was proved in [8] that

\[
\mathbb{E}(S_n) = C_1(n + 1) - 1 + \sum_{2 \leq k \leq 3} \frac{C_k}{\Gamma(\varrho_k)} n^{\varrho_k - 1} + o(n^{\alpha t - 1}) \tag{43}
\]

where

\[
C_k = \frac{t!}{2(\varrho_k - 1) \varrho_k \cdots (\varrho_k + t - 1) \sum_{t \leq j \leq 2t} \frac{1}{j+\varrho_k}} \quad (k = 1, \ldots, t + 1),
\]

with \(\varrho_1 = 2 > \Re(\varrho_2) = \Re(\varrho_3) = \alpha_t > \Re(\varrho_4) \geq \cdots \geq \Re(\varrho_{t+1})\) being the zeros of the indicial equation

\[
(z + t) \cdots (z + 2t) - \frac{2(2t + 1)!}{t!}.
\]
In particular, 
\[ C_1 = \phi_t := \frac{1}{2(t + 1)(H_{2t+2} - H_{t+1})}. \]

Moreover, using the transfer theorems from [8], we obtain, for the mean of \( X_n \),
\[ E(X_n) = \frac{1}{H_{2t+2} - H_{t+1}} n \log n + c_t n + o(n), \]
for some constant \( c_t \). The same method of proofs (asymptotic transfer and the approach used in Section 3.3) also leads to asymptotic estimates for the variances and the covariance between \( X_n \) and \( S_n \).

**Theorem 5.1.** The variance of the number of non-leaf nodes \( S_n \) and that of the TPL \( X_n \) in a random FBBST, and their covariance satisfy
\[
\begin{align*}
\mathbb{V}(S_n) &\sim \begin{cases} 
D_{Sn}, & \text{if } 1 \leq t \leq 58; \\
G_1(\beta_t \log n) n^2 \alpha_t - 2, & \text{if } t \geq 59,
\end{cases} \\
\text{Cov}(S_n, X_n) &\sim \begin{cases} 
D_{Rn}, & \text{if } 1 \leq t \leq 28; \\
G_2(\beta_t \log n) n^\alpha_t, & \text{if } t \geq 29,
\end{cases} \\
\mathbb{V}(X_n) &\sim D_X n^2,
\end{align*}
\]

where \( D_S, D_R \) are suitable constants, \( \beta_t = \Im(\varphi_{2t}) \), and all other constants and functions are given below.

The periodic functions in the above theorem are given by
\[
G_1(z) = 2 \frac{|C_2|^2}{|\Gamma(\varphi_2)|^2} \left( -1 + \frac{2(2t + 1)!|\Gamma(\varphi_2 + t)|^2}{t!^2 \Gamma(2\alpha_t + 2t) - 2t!(2t + 1)!\Gamma(2\alpha_t + t - 1)} \right) \\
+ 2 \Re \left( \frac{C_2 e^{iz}}{\Gamma(\varphi_2)^2} \left( -1 + 2 \frac{2(2t + 1)!|\Gamma(\varphi_2 + t)|^2}{t!^2 \Gamma(2\varphi_2 + 2t) - 2t!(2t + 1)!\Gamma(2\varphi_2 + t - 1)} \right) \right)
\]
and
\[
G_2(z) = \Re \left( \frac{C_2 e^{iz}}{\Gamma(\varphi_2)} \left( \frac{\varphi_2 + 2t + 1}{t + 1} \right) \\
- \frac{(\varphi_2 + 2t + 1)\psi(\varphi_2 + 2t + 2) - (\varphi_2 + t)\psi(\varphi_2 + t + 1) - (t + 1)(H_{t+1} - \gamma)}{(t + 1)(H_{2t+2} - H_{t+1})} \right),
\]
respectively. Moreover, we have
\[
D_X = \frac{1}{(H_{2t+2} - H_{t+1})^2} \left( \frac{2t + 3}{t + 1} H_{2t+2}^{(2)} - \frac{t + 2}{t + 1} H_{t+1}^{(2)} - \frac{\pi^2}{6} \right).
\]

The limit law for the normalized TPL of random FBBSTs was first shown in the dissertation of Bruhn, [5]; see also [4, 8, 34, 40]. The phase change of the limit law of the normalized \( S_n \) was first discovered in [8].
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To describe the joint limiting behavior of $S_n$ and $X_n$, we denote by $V$ a random variable that is the median of $(2t + 1)$ independent, identically distributed uniform $[0, 1]$ random variables, i.e., a Beta$(t + 1, t + 1)$ distribution. We define the map $T_{\text{med}}$ by

$$T_{\text{med}} : \mathcal{M}^{\mathbb{R} \times \mathbb{C}} \to \mathcal{M}^{\mathbb{R} \times \mathbb{C}},$$

$$\mathcal{L}(Z, W) \mapsto \mathcal{L} \left( \begin{bmatrix} V & 0 \\ 0 & V^2 \end{bmatrix} \begin{bmatrix} Z^{(1)} \\ W^{(1)} \end{bmatrix} + \begin{bmatrix} 1 - V & 0 \\ 0 & (1 - V)^2 \end{bmatrix} \begin{bmatrix} Z^{(2)} \\ W^{(2)} \end{bmatrix} + \begin{bmatrix} b_M \\ 0 \end{bmatrix} \right),$$

with conditions on independence and distributions as in (30) and

$$b_M := 1 + \frac{1}{H_{2t+2} - H_{t+1}} (V \log V + (1 - V) \log(1 - V)).$$

Then Lemma 4.1 and its proof also apply to the map $T_{\text{med}}$ as long as $t \geq 59$. The normalization used is given by

$$Y_n := \left( \frac{X_n - \mathbb{E}(X_n)}{n}, \frac{S_n - C_1 n}{n^{\alpha_t - 1}} \right), \quad (n \geq 1). \quad (44)$$

We have the following asymptotic behavior for $t \geq 59$. Rewrite (43) as

$$\mathbb{E}(S_n) = C_1 (n + 1) - 1 + \Re(\vartheta n^2) + o(n^{\alpha_t - 1}), \quad (45)$$

where $\vartheta := 2\Re(C_2/\Gamma(\vartheta_2))$.

**Theorem 5.2.** Assume $t \geq 59$. Let $Y_n$ be the normalization of TPL and the number of non-leaf nodes in a random FBBST defined in (44). Denote by $\mathcal{L}(X_{\text{med}}, \Lambda_{\text{med}})$ the unique fixed point of the restriction of $T_{\text{med}}$ to $\mathcal{M}_2^{\mathbb{R} \times \mathbb{C}}((0, \vartheta))$ with $\vartheta$ defined in (45). Then, denoting by $\beta_t := \Im(\vartheta_2)$, we have

$$\ell_2 \left( Y_n, (X_{\text{med}}, \Re(n^{i\beta} \Lambda_{\text{med}})) \right) \to 0, \quad (n \to \infty).$$

For the range of $1 \leq t \leq 58$, we define $b^*_{\text{med}} := (D_X^{-1/2} b_M, 0)^t$ and the map $T'_{\text{med}}$ on $\mathcal{M}^2$:

$$T'_{\text{med}} : \mathcal{M}^2 \to \mathcal{M}^2,$$

$$\mathcal{L}(Z, W) \mapsto \mathcal{L} \left( \begin{bmatrix} V & 0 \\ 0 & V^{1/2} \end{bmatrix} \begin{bmatrix} Z^{(1)} \\ W^{(1)} \end{bmatrix} + \begin{bmatrix} 1 - V & 0 \\ 0 & (1 - V)^{1/2} \end{bmatrix} \begin{bmatrix} Z^{(2)} \\ W^{(2)} \end{bmatrix} + b^*_{\text{med}} \right),$$

with conditions on independence and distributions as in (38). Again Lemma 4.2 and its proof apply to $T'_{\text{med}}$ and imply that the restriction of $T'_{\text{med}}$ to $\mathcal{M}_2^2(0, \text{Id}_2)$ has a unique fixed point $\mathcal{L}(X'_{\text{med}}, \Lambda'_{\text{med}})$.

Similar to the small $m$ case of $m$-ary search trees, the remaining range $1 \leq t \leq 58$ also leads to a convergence in distribution.

**Theorem 5.3.** Assume $1 \leq t \leq 58$. Let $Q_n = (X_n, S_n)$ be the vector of TPL and the number of non-leaf nodes in a random FBBST. With $\mathcal{L}(X'_{\text{med}}, \Lambda'_{\text{med}})$ as above, we have

$$\text{Cov}(Q_n)^{-1/2} (Q_n - \mathbb{E}[Q_n]) \xrightarrow{d} \mathcal{L}(X'_{\text{med}}, \Lambda'_{\text{med}}),$$

where $\Lambda'_{\text{med}}$ is a standard normal distribution. Moreover, $X'_{\text{med}}$ and $\Lambda'_{\text{med}}$ are independent.
5.2 Random quadtrees

Point quadtrees, first proposed by Finkel and Bentley [15], are one of the most natural extensions of binary search trees to multivariate data in which each point splits the $d$-dimensional space into $2^d$ subspaces, corresponding to $2^d$ subtrees in the corresponding tree structure. For a precise definition of random $d$-dimensional quadtrees; see [7, 30]. Since the space requirement is a constant, we discuss the number of leaves $L_n$ and the internal path length $\Xi_n$ in this section. Note that for the pair $W_n := (\Xi_n, L_n)$, we have, for all $n \geq 2$,

$$\left(W_n^t\right) = \sum_{1 \leq r \leq 2^d} \left(W_{J_r}^{(r)}\right)^t + {n-1 \choose 0},$$

with conditions on independence and identical distributions as in (12), where the initial conditions are $L_0 = 0, L_1 = 1, \Xi_0 = \Xi_1 = 0$. Moreover, the underlying splitting probabilities are given by

$$P(J_1 = j_1, \ldots, J_{2^d} = j_{2^d}) = \left(\frac{n-1}{j_1, \ldots, j_{2^d}}\right) \int_{[0,1]^d} q_1(x)^{j_1} \cdots q_{2^d}(x)^{j_{2^d}} \, dx,$$

where $j_1, \ldots, j_{2^d} \geq 0, j_1 + \cdots + j_{2^d} = n - 1, x = (x_1, \ldots, x_d)$ and

$$q_h(x) = \prod_{1 \leq l \leq d} ((1 - b_l)x_l + b_l(1 - x_l)),$$

with $\langle b_1, \ldots, b_d \rangle$ being the binary representation of $h - 1$.

First, it was proved in [7] that the mean of $L_n$ satisfies, for $d \geq 2$,

$$E(L_n) = \chi_d n + c_+ n^\hat{\alpha} + c_- n^{\hat{\alpha} - \hat{\beta} + \frac{\chi_d}{2d - 1}} + o(n^\hat{\alpha}), \quad (46)$$

where $\chi_d, c_+, c_-$ (which is the conjugate of $c_+$) are given in [7], and $2e^{2\pi i/d} = \hat{\alpha} + 1 + i\hat{\beta}$. Moreover, the asymptotic transfer results in [7] also lead to the asymptotic approximation (see also [16])

$$E(\Xi_n) = \frac{2}{d} n \log n + \hat{c} n + o(n),$$

for some explicitly computable constant $\hat{c}$. In a similar manner, we can characterize the asymptotics of the variances and the covariance.

**Theorem 5.4.** For the number of leaves $L_n$ and the internal path length $\Xi_n$ in random $d$-dimensional quadtrees, we have

$$\text{Var}(L_n) \sim \begin{cases} E_L n, & \text{if } 1 \leq d \leq 8; \\ P_1(\hat{\beta} \log n) n^{2\hat{\alpha}}, & \text{if } d \geq 9, \end{cases}$$

$$\text{Cov}(\Xi_n, L_n) \sim \begin{cases} E_R n, & \text{if } 1 \leq d \leq 5; \\ P_2(\hat{\beta} \log n) n^{\hat{\alpha} + 1}, & \text{if } d \geq 6, \end{cases}$$

$$\text{Var}(\Xi_n) \sim E_X n^2,$$

where $E_L, E_R$ are suitable constants, $\hat{\beta} := 2 \sin \frac{2\pi}{d}$, and all other constants and functions are given below.
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The periodic functions above are given by

\[ P_1(z) = 2 \frac{(2\hat{\alpha} + 1)^d}{(2\hat{\alpha} + 1)^d - 2^d |c_+|^2 c_L(\hat{\alpha} + i\hat{\beta}, \hat{\alpha} - i\hat{\beta})} \]

\[ + 2\Re \left( \frac{(2\hat{\alpha} + 2i\hat{\beta} + 1)^d}{(2\hat{\alpha} + 2i\hat{\beta} + 1)^d - 2^d c_+ c_L(\hat{\alpha} + i\hat{\beta}, \hat{\alpha} + i\hat{\beta}) e^{2iz}} \right), \]

where \( c_L(u, v) = 1 - \eta(0, u) - \eta(0, v) + 2^d \eta(u, v) \) with

\[ \eta(u, v) := \left( \frac{1}{u + v + 1} + \frac{\Gamma(u + 1)\Gamma(v + 1)}{\Gamma(u + v + 2)} \right)^d \]

and

\[ P_2(z) = 2\Re \left( \frac{(\hat{\alpha} + i\hat{\beta} + 2)^d}{(\hat{\alpha} + i\hat{\beta} + 2)^d - 2^d c_+ c_K(\hat{\alpha} + i\hat{\beta}) e^{iz}} \right), \]

where

\[ c_K(u, v) = \eta(0, u) + \frac{2^{d+1}}{d} \frac{\partial}{\partial v} \eta(u, v) \bigg|_{v=1}. \]

Finally,

\[ E_X = \frac{3^d}{3^d - 2^d} \cdot \frac{21 - 2\pi^2}{9d}. \]

The limit law for the normalized internal path length of random \( d \)-dimensional quadtrees was first obtained in [38]; see also [4, 7, 34]. The asymptotic behavior of the normalized number of leaves together with its phase change was first discovered in [7]; see also [9, 23, 24, 25] for closely related types of phase changes.

We now describe the joint behavior of \( \Xi_n \) and \( L_n \). A random variable \( U \) uniformly distributed over the unit hypercube \([0, 1]^d\) decomposes this cube into \( 2^d \) quadrants by drawing the \( d \) hyperplanes through \( U \) perpendicular to the edges of the cube. Choose an ordering of these quadrants and denote their volumes by \( \langle U \rangle_0, \ldots, \langle U \rangle_{2^d} \); see [38, Section 2]. Now define the map \( T_{\text{quad}} \) by (with \( \delta_2 := 2e^{2\pi i/d} \))

\[ T_{\text{quad}} : \mathcal{M}^{\mathbb{R} \times \mathbb{C}} \to \mathcal{M}^{\mathbb{R} \times \mathbb{C}}, \]

\[ \mathcal{L}(Z, W) \mapsto \mathcal{L} \left( \sum_{1 \leq r \leq 2^d} \begin{bmatrix} \langle U \rangle_r & 0 \\ 0 & \langle U \rangle_0^{\delta_2} \end{bmatrix} \begin{bmatrix} Z^{(r)} \\ W^{(r)} \end{bmatrix} + \begin{bmatrix} b_Q \\ 0 \end{bmatrix} \right), \]

with conditions on independence and distributions as in (30), and

\[ b_Q := 1 + \frac{2}{d} \sum_{1 \leq r \leq 2^d} \langle U \rangle_r \log \langle U \rangle_r. \]

Then Lemma 4.1 and its proof also apply to map \( T_{\text{quad}} \) as long as \( d \geq 9 \). The normalization used is given by

\[ \mathcal{V}_n := \left( \frac{\Xi_n - E(\Xi_n)}{n}, \frac{L_n - \chi_d n}{n^{\hat{\alpha}}} \right) \quad (n \geq 1). \]
Rewrite (46) as

\[ \mathbb{E}(L_n) = \chi d n + \Re(\hat{\vartheta} n^{\hat{\alpha} + i\hat{\beta}}) + \frac{\chi d}{2^d - 1} + o(n^{\hat{\alpha}}), \]

where \( \hat{\vartheta} = 2c_+ \).

**Theorem 5.5.** Assume \( d \geq 9 \). Let \( V_n \) denote the normalization of the internal path length and the number of leaves in a random \( d \)-dimensional quadtree defined in (47). Denote by \( \mathcal{L}(X_{\text{quad}}, \Lambda_{\text{quad}}) \) the unique fixed point of the restriction of \( T_{\text{quad}} \) to \( \mathcal{M}_2^{\mathbb{R} \times \mathbb{C}}((0, \hat{\vartheta})) \) with \( \hat{\vartheta} \) defined in (48). Then we have

\[ \ell_2 \left( V_n, \left( X_{\text{quad}}, \Re(\hat{n}^{i\hat{\alpha}} \Lambda_{\text{quad}}) \right) \right) \rightarrow 0. \]

For the remaining range of \( 1 \leq d \leq 8 \), we define \( b^*_\text{quad} := (E^{-1/2}b_M, 0)^t \) and the map \( T'_{\text{quad}} \) on \( \mathcal{M}^2 \)

\[ T_{\text{quad}} : \mathcal{M}^2 \rightarrow \mathcal{M}^2, \]

\[ \mathcal{L}(Z, W) \mapsto \mathcal{L} \left( \sum_{1 \leq r \leq 2^d} \begin{bmatrix} \langle U \rangle_r & 0 \\ 0 & \langle U \rangle_r^{1/2} \end{bmatrix} \begin{bmatrix} Z(r) \\ W(r) \end{bmatrix} + b^*_\text{quad} \right), \]

with conditions on independence and distributions as in (38). Similarly, Lemma 4.2 and its proof again apply to \( T'_{\text{quad}} \) and imply that the restriction of \( T'_{\text{quad}} \) to \( \mathcal{M}_2^3(0, \text{Id}_2) \) has a unique fixed point \( \mathcal{L}(X'_{\text{quad}}, \Lambda'_{\text{quad}}) \).

**Theorem 5.6.** Assume \( 1 \leq d \leq 8 \). Let \( V_n = (\Xi_n, L_n) \) denote the vector of internal path length and the number of leaves in a random \( d \)-dimensional quadtree. With \( \mathcal{L}(X'_{\text{quad}}, \Lambda'_{\text{quad}}) \) as above, we have

\[ \text{Cov}(V_n)^{-1/2}(V_n - \mathbb{E}[V_n]) \xrightarrow{d} \mathcal{L}(X'_{\text{quad}}, \Lambda'_{\text{quad}}), \]

where \( \Lambda'_{\text{quad}} \) is a standard normal distribution, and \( X'_{\text{quad}}, \) and \( \Lambda'_{\text{quad}} \) are independent.

The case when \( d = 1 \) corresponds to binary search trees, or equivalently, to Hoare’s quicksort, and the above theorem can be re-worded as follows. The number of comparisons and the number of partitioning stages used by Hoare’s quicksort are asymptotically uncorrelated and independent. Note that our results in the previous section for random FBBSTs give indeed a stronger statement for the asymptotic independence or asymptotical periodicity for quicksort using median-of-(2t + 1).

### 5.3 More general shape parameters

Our study can be extended to other shape parameters. For random \( m \)-ary search trees, the generality of Proposition 3.1 provides an effective means of widening our study to a broader class of “toll functions” in the definitions of \( S_n, K_n \) and \( N_n \). For example, the following extensions are straightforward.

\[ S_n \overset{d}{=} S_{I_1}^{(1)} + \cdots + S_{I_m}^{(m)} + \begin{cases} c + o(n^{-\epsilon}), & \text{if } 2 \leq m \leq 13; \\ o(n^{\alpha-1}), & \text{if } m \geq 14 \end{cases} \]

for some constant \( c \), and
- \( K_n \overset{d}{=} K_{i_1}^{(1)} + \cdots + K_{i_m}^{(m)} + n + t_n \) with

\[
t_n = o(n) \quad \text{and} \quad \sum_n t_n n^{-2} < \infty, \quad (50)
\]

and

- \( N_n \overset{d}{=} N_{i_1}^{(1)} + \cdots + N_{i_m}^{(m)} + S_{i_1}^{(1)} + \cdots + S_{i_m}^{(m)} + t_n \), where the \( S_n \)'s satisfy (49) and \( t_n \) satisfies (50).

Because the same iff-condition (50) also appears in the recurrence relations arising from the two other classes of random trees (see [7, 8]), exactly the same conditions can be used to extend the consideration for FBBSTs and quadtrees. Details are omitted here.
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